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 Distributed machine learning (DML) can realize massive dataset training when 

no single node can work out the accurate results within an acceptable time. 

However, this will inevitably expose more potential targets to attackers 

compared with the non-distributed environment. In this paper, we classify DML 

into basic-DML and semi-DML. In basic-DML, the center server dispatches 

learning tasks to distributed machines and aggregates their learning results. 

While in semi-DML, the center server further devotes resources into dataset 

learning in addition to its duty in basic-DML. We firstly put forward a novel data 

poison detection scheme for basic-DML, which utilizes a cross-learning 

mechanism to find out the poisoned data. Then, for semi-DML, we present an 

improved data poison detection scheme to provide better learning protection 

with the aid of the central resource. To efficiently utilize the system resources, 

an optimal resource allocation approach is developed. Simulation results show 

that the proposed scheme can significantly improve the accuracy of the final 

model by up to 20% for support vector machine and 60% for logistic regression 

in the basic-DML scenario. 
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I. INTRODUCTION 

 

Distributed machine learning (DML) has been widely 

used in distributed systems  where no single node can 

get the intelligent decision from a massive dataset 

within an acceptable time. In a typical DML system, a 

central server has a tremendous amount of data at its 

disposal. It divides the dataset into different parts and 

disseminates them to distributed workers who perform 

the training tasks and return their results to the center. 

Finally, the center integrates these results and outputs 

the eventual model. Unfortunately, with the number 

of distributed workers increasing, it is hard to 

guarantee the security of each worker. This lack of 

security will increase the danger that attackers poison 

the dataset and manipulate the training result. 

Poisoning attack is a typical way to tamper the training 

data in machine learning. Especially in scenarios that 
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newly generated datasets should be periodically sent to 

the distributed workers for updating the decision 

model, the attacker will have more chances to poison 

the datasets, leading to a more severe threat in DML. 

Unfortunately, with the number of distributed workers 

increasing, it is hard to guarantee the security of each 

worker. This lack of security will increase the danger 

that attackers poison the dataset and manipulate the 

training result. Poisoning attack is a typical way to 

tamper the training data in machine learning. 

Especially in scenarios that newly generated datasets 

should be periodically sent to the distributed workers 

for updating the decision model, the attacker will have 

more chances to poison the datasets, leading to a more 

severe threat in DML. Hence we are going to use 

distributed machine learning so it will take less 

computation time for processing the data and also we 

are going to detect the data poisoning in data. 

 

II.RELATED WORK 

 

In order to achieve a greener intelligent transport 

system (ITS), an efficient collaboration between 

vehicles is required to manage computation task 

processing with low latency. In this paper, we propose 

a collaborative edge computing scheme for vehicular 

Internet-of-things towards a greener ITS. The 

proposed scheme uses some vehicles as edge nodes, 

which are responsible for finding task processor nodes 

on behalf of a task requester node by considering the 

end-to-end task response time. The proposed scheme 

employs a two stage approach where the first stage 

enables an efficient networking and computing 

architecture by forming vehicle clusters based on the 

edge architecture, and the second stage optimizes 

offloading tasks based on the architecture. We use 

realistic computer simulations to compare the 

proposed scheme with existing baselines, and show its 

superiority in terms of task offloading performance. 

The combination of cognitive radio (CR) and non-

orthogonal multiple access (NOMA) has tremendous 

potential to achieve high spectral efficiency in the IoT 

era. In this paper, we focus on the energy-efficient 

resource allocation of a cognitive multiple-input 

single-output (MISO) NOMA system with the aid of 

simultaneous wireless information and power transfer 

(SWIPT). Specifically, a non-linear energy harvesting 

(EH) model is adopted to characterize the non-linear 

energy conversion property. In order to achieve the 

green design goal, we aim for the minimization of the 

system power consumption by jointly designing the 

transmit beamformer and the receive power splitter 

subject to the information transmission and EH 

harvesting requirements of second users (SUs), and the 

maximum tolerable interference constraints at primary 

users (PUs). However, the formulated optimization 

problem is nonconvex and hard to tackle. By exploiting 

the classic semi-definite relaxation (SDR) and 

successive convex approximation (SCA), we propose a 

penalty function-based algorithm to solve the 

nonconvex problem. The convergence of the proposed 

algorithm is further proved. Finally, simulation results 

demonstrates that the non-linear EH model is able to 

strongly reflect the property of practical energy 

harvester and the performance gain of the proposed 

algorithm than the baseline scheme. 

In the scenario of mobile fog computing (MFC), 

communication between vehicles and fog layer, which 

is called vehicle-to-fog (V2F) communication, needs to 

use bandwidth resources as much as possible with low 

delay and high tolerance for errors. In order to adapt to 

these harsh scenarios, there are important technical 

challenges concerning the combination of network 

coding (NC) and multipath transmission to construct 

high-quality V2F communication for cloud-aware 

MFC. Most NC schemes exhibit poor reliability in burst 

errors that often occur in high-speed movement 

scenarios. These can be improved by using interleaving 

technology. However, most traditional interleaving 

schemes for multipath transmission are designed based 

on round robin (RR) or weighted round robin (WRR), 

in practice, which can waste a lot of bandwidth 

resources. In order to solve those problems, this paper 

proposes a novel multipath transmission scheme for 
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cloud-aware MFC, which is called Bidirectional 

Selection Scheduling (BSS) scheme. Under the premise 

of realizing interleaving, since BSS can be used in 

conjunction with a lot of path scheduling algorithms 

based on Earliest Delivery Path First (EDPF), it can 

make better use of bandwidth resources. As a result, 

BSS has high reliability and bandwidth utilization in 

harsh scenarios. It can meet the high-quality 

requirements of cloudaware MFC for transmission. 

Federated learning enables training collaborative 

machine learning models at scale with many 

participants whilst preserving the privacy of their 

datasets. Standard federated learning techniques are 

vulnerable to Byzantine failures, biased local datasets, 

and poisoning attacks. In this paper we introduce 

Adaptive Federated Averaging, a novel algorithm for 

robust federated learning that is designed to detect 

failures, attacks, and bad updates provided by 

participants in a collaborative model. We propose a 

Hidden Markov Model to model and learn the quality 

of model updates provided by each participant during 

training. In contrast to existing robust federated 

learning schemes, we propose a robust aggregation rule 

that detects and discards bad or malicious local model 

updates at each training iteration. This includes a 

mechanism that blocks unwanted participants, which 

also increases the computational and communication 

efficiency. Our experimental evaluation on 4 real 

datasets show that our algorithm is significantly more 

robust to faulty, noisy and malicious participants, 

whilst being computationally more efficient than other 

state-of-the-art robust federated learning methods 

such as Multi-KRUM and coordinate-wise median. 

Internet of Things (IoT) has been seen playing a 

tremendous change in the Information Technology (IT) 

environments, and thus its importance has also been 

realized and played a vital role within Intelligent 

Home Networks (IHNs). This is because IoT establishes 

a connection between things and the Internet by 

utilizing different sensing devices to implement the 

intelligence to deal with the identification and 

management of the connected things. IHNs use 

intelligent systems to perform their daily operations. 

Meanwhile, these networks ensure comfort, safety, 

healthcare, automation, energy conservation, and 

remote management to devices and users. Apart from 

that, these networks provide assistance in self-healing 

for faults, power outages, reconfigurations, and more. 

However, we have realized that more and advanced 

devices and services continue to be introduced and 

used in these networks. This has led to competitions of 

the limited available network resources, services, and 

bandwidth. In this paper, therefore, we present the 

design and implementation of a Novel Dynamic 

Bandwidth Allocation (NoDBA) algorithm to solve the 

performance bottleneck incurred with IHNs. The 

proposed algorithm deals with the management of 

bandwidth and its allocation. In the proposed 

algorithm, this study integrates two algorithms, 

namely; Offline Cooperative Algorithm (OCA) and 

Particle Swarm Optimization (PSO) to improve the 

Quality of Service (QoS). PSO defines the priority 

limits for subnets and nodes in the network. 

Meanwhile, OCA facilitates dynamic bandwidth 

allocation in the network. The Network Simulator-2 

(NS-2) was used to simulate and evaluate the NoDBA 

and it showed improved results compared to the 

traditional bandwidth allocation algorithms. The 

obtained results show an average throughput of 92%, 

an average delay of 0.8 seconds, and saves energy 

consumption of 95% compared to Dynamic QoS-aware 

Bandwidth Allocation (DQBA) and Data-Driven 

Allocation (DDA). 

 

III.PROPOSED SYSTEM 

 

We are going to classify DML into basic-DML and 

semi-DML. In basic-DML, the center server dispatches 

learning tasks to distributed machines and aggregates 

their learning results. While in semi-DML, the center 

server further devotes resources into dataset learning 

in addition to its duty in basic-DML. We firstly put 

forward a novel data poison detection scheme for 

basic-DML, which utilizes a cross-learning mechanism 
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to find out the poisoned data. Then, for semi-DML, we 

present an improved data poison detection scheme to 

provide better learning protection with the aid of the 

central resource. To efficiently utilize the system 

resources, an optimal resource allocation approach is 

developed. Simulation results show that the proposed 

scheme can significantly improve the accuracy of the 

final model by up to 20% for support vector machine 

and 60% for logistic regression in the basic-DML 

scenario. 

 
Fig 1: Proposed Flow Architecture 

 
Fig 2: System Architecture 

 

DATA POISONING: 

Data poisoning or model poisoning attacks involve 

polluting a machine learning model's training data. 

Data poisoning is considered an integrity attack 

because tampering with the training data impacts the 

model's ability to output correct predictions. 

PREVENT AND DETECT 

The difficulties in fixing poisoned models, model 

developers need to focus on measures that could either 

block attack attempts or detect malicious inputs before 

the next training cycle happens things like input 

validity checking, rate limiting, regression testing, 

manual moderation and using various statistical 

techniques to detect anomalies. For example, a small 

group of accounts, IP addresses, or users shouldn't 

account for a large portion of the model training data. 

Restrictions can be placed on how many inputs 

provided by a unique user are accepted into the 

training data or with what weight. 

 

DATA POISONING ATTACKS IN DEEP LEARNING 

VISION SYSTEMS 

The practice of using deep learning methods in safety 

critical vision systems such as autonomous driving has 

come a long way. As vision systems supported by deep 

learning methods become 

ubiquitous, the possible security threats faced by these 

systems have come into greater focus. As it is with any 

artificial intelligence system, these deep neural vision 

networks are first trained on a data set of interest, once 

they start performing well, they are deployed to a real-

world environment. In thetraining stage, deep learning 

systems are susceptible to data poisoning attacks. 

 

IV.RESULTS AND DISCUSSION 
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Fig 3. Results screenshot 

 
Fig 4. Results screenshot 
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Fig 5. Results screenshot 

 
Fig 6. Results screenshot 
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Fig 7. Results screenshot 

 
Fig 8. Results screenshot 
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Fig 9. Results screenshot 

 

V. CONCLUSION 

 

Data poison detection schemes in both basic-DML and 

semi-DML scenarios. Furthermore, we presented an 

improved data poison detection scheme in the semi-

DML scenario. Simulation results show that in the 

basic-DML scenario, the proposed scheme can increase 

the model accuracy by up to 20% for support vector 

machine and 60% for logistic regression, respectively.  

 

 

 

 

VI. FUTURE WORK 

 

In the future, the data poison detection scheme can be 

extended to a more dynamic pattern to fit the changing 

application environment and attacking intensity. 

Besides, since the multi-training of sub-datasets would 

increase the resource consumption of the system, the 

trade-off between security and resource cost is another 

topic that needs to be studied further. 
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