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 Spot instances were introduced by Amazon EC2 in December 2009 to sell its 

spare capacity through auction based market mechanism. Despite its extremely 

low prices, cloud spot market has low utilization. Spot pricing being dynamic, 

spot instances are prone to out-of bid failure. Bidding complexity is another 

reason why users today still fear using spot instances. This work aims to present 

Regression Random Forests (RRFs) model to predict one-week-ahead and one-

day-ahead spot prices. The prediction would assist cloud users to plan in advance 

when to acquire spot instances, estimate execution costs, and also assist them in 

bid decision making to minimize execution costs and out-of-bid failure 

probability. Simulations with 12 months real Amazon EC2 spot history traces to 

forecast future spot prices show the effectiveness of the proposed technique. 

Comparison of RRFs based spot price forecasts with existing non-parametric 

machine learning models reveal that RRFs based forecast accuracy outperforms 

other models. We measure predictive accuracy using MAPE, MCPE, OOBError 

and speed. Evaluation results show that 𝑀𝐴𝑃𝐸 <= 10% for 66 to 92% and 𝑀𝐶𝑃𝐸 

<= 15% for 35 to 81% of one-day-ahead predictions with prediction time less 

than one second. 𝑀𝐴𝑃𝐸 <= 15% for 71 to 96% of one-week-ahead predictions. 

Index Terms— Amazon EC2, Compute instances, One-day-ahead prediction, 

One-week-ahead prediction, Regression Random Forests, Spot instances, Spot 

price prediction. 
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The on-demand scalability characteristic of cloud 

computing forces cloud service providers to 

overestimate their resources to meet peak load demand 

of its customers which happens at different time 

periods and may not overlap. Due to over-estimation, 

a large number of cloud resources are idle during off 

peak hours. Cloud providers also face the problem of 

allocating resources, keeping in view user‟s different 

job requirements and data center capacity. Different 

types of users, multiple types of requirements further 

alleviate the resource allocation problem. Also, 

demand for cloud resources fluctuate due to today‟s 

usage based pricing plans. In order to manage these 

demand fluctuations more flexible pricing plans are 

required to sell resources according to real time market 

demand. Spot pricing was introduced by Amazon EC2 

in December 2009 to minimize operational cost, 

combat under utilization of its resources and make 

more profit. Similar to on-demand instances, spot 

instances offer several instance types comprising 

different combinations of CPU, memory, storage and 

networking capacity. Amazon Web Service (AWS) is 

not the only participant in the spot instance realm. 

Google Compute Engine launched its preemptible 

Virtual Machines on September 8, 2015 designed for 

such type of workloads that can be delayed and are 

fault tolerant at the same time. Users can bid for spot 

instances (SIs) where prices are charged at lowest bid 

price, whereas, pricing on Google Preemptible VMs is 

fixed at per hour rate. The distinguishing feature of 

Amazon Elastic Compute Cloud (EC2) spot instance is 

its dynamic pricing. From customer's perspective, spot 

instances offer prospects of low cost utility computing 

at a risk of out-of-bid failure at any time by Amazon 

EC2. Spot instance reliability depends on the market 

price and user's maximum bid (limited by their hourly 

budget). Spot prices vary dynamically with real-time 

based on demand (user's bid) and supply (resource 

availability) for spot instance capacity in the data 

centers across the globe. User's bids for spot instances 

and control the balance of reliability versus monetary 

cost. The price for spot instances sometimes can be as 

low as one eighth of the price of on-demand instances. 

On the other hand, it is also not uncommon that spot 

prices surpass on-demand prices in cloud data centers. 

When the demand is low, spot prices are low because 

less numbers of users are bidding for the same instance. 

Therefore, a bidder‟s probability of incurring less 

monetary cost is higher. On the other hand, when the 

demand is high, users are willing to pay high to get 

access and hence spot prices increase.  

Amazon Web Services (AWS) provides virtual 

computing environments via their EC2 service. You 

can launch instances with your favourite operating 

system, select pre-configured instance images or create 

your own.Why this is revelant to data sciensits is 

because generally to run deep learning models you 

need a machine with a good GPU. EC2 can be 

configured with a P2/P3 instance and can be 

configured with up to 8 or 16 GPUs 

respectively!However, you can request Spot Instance 

Pricing. Which basically charges you for the spot price 

that is in effect for the duration of your instance 

running time.They are adjusted based on long-term 

trends in supply and demand for Spot instance capacity. 

Spot instances can be discounted at up to 90% off 

compared to On-Demand pricing. 

 

II.RELATED WORK 

 

Title: Layer Recurrent Neural Network Based Power 

System Load Forecasting 

This paper presents a straight forward application of 

Layer Recurrent Neural Network (LRNN) to predict 

the load of a large distribution network. Short term 

load forecasting provides important information about 

the system’s load pattern, which is a premier 

requirement in planning periodical operations and 

facility expansion. Approximation of data patterns for 

forecasting is not an easy task to perform. In past, 

various approaches have been applied for forecasting. 

In this work application of LRNN is explored. The 

results of proposed architecture are compared with 

other conventional topologies of neural networks on 
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the basis of Root Mean Square of Error (RMSE), Mean 

Absolute Percentage Error (MAPE) and Mean 

Absolute Error (MAE). It is observed that the results 

obtained from LRNN are comparatively more 

significant.  

Title-EMOTION RECOGNITION IN HUMANS AND 

MACHINE  

This paper presents a straight forward application of 

Layer Recurrent Neural Network (LRNN) to predict 

the load of a large distribution network. Short term 

load forecasting provides important information about 

the system’s load pattern, which is a premier 

requirement in planning periodical operations and 

facility expansion. Approximation of data patterns for 

forecasting is not an easy task to perform. In past, 

various approaches have been applied for forecasting. 

In this work application of LRNN is explored. The 

results of proposed architecture are compared with 

other conventional topologies of neural networks on 

the basis of Root Mean Square of Error (RMSE), Mean 

Absolute Percentage Error (MAPE) and Mean 

Absolute Error (MAE). It is observed that the results 

obtained from LRNN are comparatively more 

significant.  

Title-A Double Auction Mechanism to Bridge Users’ 

Task Requirements and Providers’ Resources in Two-

Sided Cloud Markets 

Double auction-based pricing model is an efficient 

pricing model to balance users’ and providers’ benefits. 

Existing double auction mechanisms usually require 

both users and providers to bid with the unit price and 

the number of VMs. However, in practice users seldom 

know the exact number of VMs that meets their task 

requirements, which leads to users’ task requirements 

inconsistent with providers’ resource. In this paper, we 

propose a truthful double auction mechanism, 

including a matching process as well as a pricing and 

VM allocation scheme, to bridge users’ task 

requirements and providers’ resources in two-sided 

cloud markets. In the matching process, we design a 

cost-aware resource algorithm based on Lyapunov 

optimization techniques to precisely obtain the 

number of VMs that meets users’ task requirements. In 

the pricing and VM allocation scheme, we apply the 

idea of second-price auction to determine the final 

price and the number of provisioned VMs in the 

double auction. We theoretically prove our proposed 

mechanism is individual-rational, truthful and budget-

balanced, and analyze the optimality of proposed 

algorithm. Through simulation experiments, the 

results show that the individual profits achieved by our 

algorithm are 12.35 and 11.02 percent larger than that 

of scaleout and greedy scale-up algorithms respectively 

for 90 percent of users, and the social welfare of our 

mechanism is only 7.01 percent smaller than that of the 

optimum mechanism in the worst case. 

Title-Dynamic and Heterogeneous Ensembles for Time 

Series Forecasting 

This paper addresses the issue of learning time series 

forecasting models in changing environments by 

leveraging the predictive power of ensemble methods. 

Concept drift adaptation is performed in an active 

manner, by dynamically combining base learners 

according to their recent performance using a non-

linear function. Diversity in the ensembles is 

encouraged with several strategies that include 

heterogeneity among learners, sampling techniques 

and computation of summary statistics as extra 

predictors. Heterogeneity is used with the goal of 

better coping with different dynamic regimes of the 

time series. The driving hypotheses of this work are 

that (i) heterogeneous ensembles should better fit 

different dynamic regimes and (ii) dynamic 

aggregation should allow for fast detection and 

adaptation to regime changes. We extend some 

strategies typically used in classification tasks to time 

series forecasting. The proposed methods are validated 

using Monte Carlo simulations on 16 realworld 

univariate time series with numerical outcome as well 

as an artificial series with clear regime shifts. The 

results provide strong empirical evidence for our 

hypotheses. To encourage reproducibility the proposed 

method is publicly available as a software package. 

Keywords-dynamic ensembles; time series forecasting. 
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Title-Bidding Strategies for Amazon EC2 Spot 

InstancesA Comprehensive Review  

Spot instance bid price is among one of the major issues 

in cloud computing. Bid price is aimed at complete 

execution of the work flow on spot instances while 

considering several job requirements such as hardware, 

latency, deadline and budget constraints. Several state-

of-the-art spot bidding strategies have been proposed 

in the literature for executing jobs on Amazon EC2 spot 

instances. This paper presents different spot bidding 

strategies proposed by the authors. It highlights the 

objectives of each and provides the suitability of each 

of the proposed bidding strategies based on the type of 

application, its fault tolerance, job requirements and 

other constraints. 

 

III.PROPOSED SYSTEM 

 

The objective of this work is to present and evaluate a 

predictive model for spot price prediction that can 

predict future prices with increased accuracy and speed, 

minimize forecasting errors and predict spot prices 

sufficiently far in advance to assist cloud spot users in 

bid decision making process with increased reliability. 

We compare prediction accuracy of the state of the art 

non-parametric supervised machine learning 

algorithms with Regression Random Forests (RRFs) 

model. 

Advantages: 

1. The purpose of proposed system is An analysis of the 

length of time epoch durations when spot price is less 

than on-demand price to raise users confidence level in 

opting for spot instances.  

2. Spot price forecasting. We resort to machine 

learning based ensemble method namely RRFs for one-

week ahead and one-day-ahead spot price prediction. 

The approach focuses on both prediction accuracy and 

speed is high. 

 
Fig 1 : Proposed work flow 

 
Fig 2 : Classification 

 

Classification predicts categorical (discrete, unordered) 

labels, whereas prediction or regression is most often 

used for numeric prediction. Algorithms that do not 

make strong assumptions or make fewer assumptions 

about the form of the mapping function are called 

nonparametric algorithms. By not making assumptions, 

they are free to learn any functional form from the 

training data and automatically adapt easily to changes 

in the underlying time dynamics with varying 

characteristics. Popular non-parametric regression 

machine learning algorithms are: 
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• Support Vector Machines  

• Multilayer Feed forward Neural Networks  

• Decision Trees (Classification/Regression)  

• Regression Tree Ensembles  

• Random Forests  

“Wisdom of crowds” refers to the phenomenon in 

which aggregated predictions from a large group of 

people can be more accurate than most individual 

judgments and can rival or even beat the accuracy of 

subject matter experts. Ensemble methods are learning 

models that achieve performance by combining the 

opinions of multiple learners. In doing so one can often 

get away with using much simpler learners and still 

achieve great performance in terms of increased 

robustness and accuracy. 

 

IV. RESULTS AND DISCUSSION 

 

 

Fig 3. Results screenshot 

 

Fig 4. Results screenshot 

 

Fig 5. Results screenshot 

V. CONCLUSION 

Spot pricing encourages users to shift execution of 

flexible workloads from provider's peak hours to off-

peak hours and thus obtain monetary incentives. 

Analysis of one year spot price history data shows that 

there are sufficient number of time epochs of duration 

ranging from 30 days to more than 100 days and even 

longer when spot prices are up to 6 to 8 times cheaper 

than on-demand prices. It is therefore reasonable for 

users to shift their workloads from on-demand to spot 

instances. This work presents application of RRFs for 

Amazon EC2 spot price prediction. We compare 

several non-parametric machine learning prediction 

algorithms for spot price prediction in terms of various 
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forecasting accuracy measures and conclude that RRFs 

outperforms other methods. Evaluation results show 

that 𝑀𝐴𝑃𝐸 <= 10% for 66 to 92% and 𝑀𝐶𝑃𝐸 <= 15% 

for 35 to 81% of one-day-ahead predictions in different 

regions. 𝑀𝐴𝑃𝐸 <= 15% for 71 to 96% for One-week-

ahead predictions in different regions. Instance types 

with lower infrastructure show better prediction 

accuracy than those with higher infrastructure. The 

prediction results suggest that spot price predictions 

using RRFs are more accurate than other machine 

learning algorithms. Prediction time for all predictions 

is less than 1 second. This indicates that the RRFs based 

predictions are fast enough to predict spot prices. 

Furthermore, RRFs when used for spot price 

predictions have only a few adjustable parameters 

namely number of regression trees and leaf size. One-

week-ahead and one-day-ahead predictions along with 

feature importance can be effectively used by spot 

users to plan job executions in advance and bid 

effectively leading to significant cost savings and 

reducing out-of-bid failure probability of spot 

instances. 

 

VI. FUTURE WORK 

 

Amazon EC2 spot historical price to predict the price 

of 1-day-ahead and 1-week-ahead prices for spot 

instance by establishing a random forests regression. 

Experiments are performed and compared with neural 

network, support vector machine regression, 

regression tree and other methods. In this case, if the 

distance between x[axis] and node[axis] is less than the 

maximum distance between k nearest nodes set and 

X ,we should search neatest node in node 's right 

subtree (line [17][18][19]. This is a similar case when 

x[axis] is more than node[axis] 

(line [21][22][23][24][25][26][27]. Finally, this 

algorithm will return the set of k nearest nodes. 

Evaluated algorithms In this paper, we use 5 algorithms 

as comparison methods which are Linear Regression 

(LR) [22],Support Vector Machine Regression (SVR) , 

Random Forest (RF) [25], Multi-layer Perception 

Regression. 
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