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 Social media plays vital role among the user communities for social gathering, 

entertainment, communication, sharing knowledge so on. Twitter is one such 

network to connect millions of users to share information. Nowadays, there are 

humpteen numbers of users using social media for social engagements. Due to 

the fact that wide publicity of individuals and products get viral in social media, 

everyone wish to use social media as a platform to promote their product. 

Furthermore, large number of people relies on social media contents to take 

decisions. Twitter is one of the social media platforms to post the media contents 

by the user. Spammers are illegal users intrude the twitter account and send the 

duplicate messages to promote advertisement, phishing, scam and personal blogs 

etc. In this paper, a novel spam detection mechanism is introduced to detect the 

suspicious users on twitter. The system has been designed such a way that it 

initially set with semi-supervised at the tweet level and update into supervised 

level for learning the input tweets to detect the spammers. The proposed system 

will also identify the type of spammers and will also remove duplicate tweets. 

We have applied with multi-classifier algorithms like naïve Bayesian, K-Nearest 

neighbor and Random forest into twitter data set and the performance is 

compared. The experimental result shows very promising results.  

Keywords: Twitter Spam, Multi-classifier, Classification, Random forest, 
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I. INTRODUCTION 

 

Social media is one of the platforms used by large 

number of users for learning, entertainment, 

promoting advertisement and social engagement. 

Through social media one can share the messages or 

information to millions of users at a time. Survey shows 

that individuals spent as an average of 144 minutes per 

day on social media since 2014 to 2019. In 2019, a total 

of 4.4 billion internet users worldwide and every 

minutes there are 4,79000 tweets generated. With the 

advent of internet and advancement of technology IoT 
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technology integrated technology with the smart 

devices which generates large volume of data. In 2020, 

it is expected that 44 zetta byte of data will be 

generated by various sources connected with internet. 

Nowadays social media is an important source for 

individuals and corporate for taking business decisions, 

report, and opinion and so on. Data is an important 

asset and with the help of the available technology, one 

can extract the essence of the data. Due to fact that a 

sizable amount of gain and wide publicity can be done 

with the social media, social spammers making use of 

the network and spread fake and false information to 

the media users. Twitter is the one of the most wanted 

media network used by its users. In this paper, we 

introduced a framework which used to process 

thousands of tweets per minute and able to detect the 

spammers. Furthermore the system deletes the spam 

messages. The proposed system equipped with 

semisupervise framework for spam detection and 

multi-classifier algorithm for differentiating the spam 

messages. The multi classifier algorithms which 

includes Naive Bayesian classifier, K-Nearest, Random 

Forest and Decision tree is applied with the data set and 

the accuracy is compared. The multiple classifier 

algorithms are efficiently detecting the spam messages. 

Furthermore, the system identifies duplicate or 

redundant spam messages. The similarities of the 

tweets are identified and categorized it namely leg data, 

spam data and total data. The legdata describes the 

particular person and the spam data describes how 

many of those posts are spams of that particular person. 

The total data is used to count the overall twitter data 

tweeted by everyone. The proposed spam detection 

system used to learn the tweets and the activities, and 

accurately classifying the new data inputs. 

 

II.RELATED WORK 

 

Title: Drifted Twitter Spam Classification using 

Multiscale Detection Test on K-L Divergence 

Twitter spam classification is a tough challenge for 

social media platforms and cyber security companies. 

Twitter spam with illegal links may evolve over time 

in order to deceive filtering models, causing disastrous 

loss to both users and the whole network. We define 

this distributional evolution as a concept drift scenario. 

To build an effective model, we adopt K-L divergence 

to represent spam distribution and use a Multi scale 

Drift Detection Test (MDDT) to localize possible drifts 

therein. A base classifier is then retrained based on the 

detection result to gain performance improvement. 

Comprehensive experiments show that K-L divergence 

has highly consistent change patterns between features 

when a drift occurs. Also, MDDT is proved to be 

effective in improving final classification result in both 

accuracy, recall and f-measure. INDEX TERMS 

Concept drift, drift detection test, twitter spam 

classification, K-L divergence.  

 

Title- A Constant Time Complexity Spam Detection 

Algorithm for Boosting Throughput on Rule based 

Filtering Systems 

Along with the barbarous growth of spams, anti-spam 

technologies including rule-based approaches and 

machine-learning thrive rapidly as well. In anti-spam 

industry, the rule-based systems (RBS) becomes the 

most prominent methods for fighting spam due to its 

capability to enrich and update rules remotely. 

However, the anti-spam filtering throughput is always 

a great challenge of RBS. Especially, the explosively 

spreading of obfuscated words leads to frequent rule 

update and extensive rule vocabulary expansion. These 

incremental obfuscated words make the filtering speed 

slow down and the throughput decrease. This paper 

addresses the challenging throughput issue and 

proposes a constant time complexity rule-based spam 

detection algorithm. The algorithm has a constant 

processing speed, which is independent of rule and its 

vocabulary size. A new special data structure, namely, 

Hash Forest, and a rule encoding method are developed 

to make constant time complexity possible. Instead of 

traversing each spam term in rules, the proposed 

algorithm manages to detect spam terms by checking a 
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very small portion of all terms. The experiment results 

show effectiveness of proposed algorithm. 

Title- A Framework for Real-Time Spam Detection in 

Twitter 

With the increased popularity of online social 

networks, spammers find these platforms easily 

accessible to trap users in malicious activities by 

posting spam messages. In this work, we have taken 

Twitter platform and performed spam tweets detection. 

To stop spammers, Google SafeBrowsing and Twitter’s 

BotMaker tools detect and block spam tweets. These 

tools can block malicious links, however they cannot 

protect the user in real-time as early as possible. Thus, 

industries and researchers have applied different 

approaches to make spam free social network platform. 

Some of them are only based on user-based features 

while others are based on tweet based features only. 

However, there is no comprehensive solution that can 

consolidate tweet’s text information along with the 

user based features. To solve this issue, we propose a 

framework which takes the user and tweet based 

features along with the tweet text feature to classify the 

tweets. The benefit of using tweet text feature is that 

we can identify the spam tweets even if the spammer 

creates a new account which was not possible only 

with the user and tweet based features. We have 

evaluated our solution with four different machine 

learning algorithms namely - Support Vector Machine, 

Neural Network, Random Forest and Gradient 

Boosting. With Neural Network, we are able to achieve 

an accuracy of 91.65% and surpassed the existing 

solution [1] by approximately 18%.  

Title- Detection of Social Network Spam Based on 

Improved Extreme learning Machine  

With the rapid advancement of the online social 

network, social media like Twitter has been 

increasingly critical to real life and become the prime 

objective of spammers. Twitter spam detection refers 

to a complex task for the involvement of a range of 

characteristics, and spam and non-spam have caused 

unbalanced data distribution in Twitter. To solve the 

mentioned problems, Twitter spam characteristics are 

analyzed as the user attribute, content, activity and 

relationship in this study, and a novel spam detection 

algorithm is designed based on regularized extreme 

learning machine, called the Improved Incremental 

Fuzzy-kernel-regularized Extreme Learning Machine 

(I2FELM), which is used to detect the Twitter spam 

accurately. As revealed from the experience validation 

results, the proposed I2FELM can efficiently identify 

the balanced and unbalanced dataset. Moreover, with 

few characteristics taken, the I2FELM can more 

effectively detect spam, which proves the effectiveness 

of the algorithm. INDEX TERMS Social network, spam 

detection, spam features, machine learning. 

Title- A Hybrid Approach for Detecting Automated 

Spammers in Twitter 

 Twitter is one of the most popular microblogging 

services, which is generally used to share news and 

updates through short messages restricted to 280 

characters. However, its open nature and large user 

base are frequently exploited by automated spammers, 

content polluters, and other ill-intended users to 

commit various cyber crimes, such as cyberbullying, 

trolling, rumor dissemination, and stalking. 

Accordingly, a number of approaches have been 

proposed by researchers to address these problems. 

However, most of these approaches are based on user 

characterization and completely disregarding mutual 

interactions. In this study, we present a hybrid 

approach for detecting automated spammers by 

amalgamating communitybased features with other 

feature categories, namely metadata- , content-, and 

interaction-based features. The novelty of the 

proposed approach lies in the characterization of users 

based on their interactions with their followers given 

that a user can evade features that are related to his/her 

own activities, but evading those based on the 

followers is difficult. Nineteen different features, 

including six newly defined features and two redefined 

features, are identified for learning three classifiers, 

namely, random forest, decision tree, and Bayesian 

network, on a real dataset that comprises benign users 

and spammers. The discrimination power of different 
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feature categories is also analyzed, and interaction- and 

community-based features are determined to be the 

most effective for spam detection, whereas metadata-

based features are proven to be the least effective.  

III. PROPOSED SYSTEM 

The proposed system equipped with semi-supervise 

framework for spam detection and multi-classifier 

algorithm for differentiating the spam messages. The 

multi classifier algorithms which includes Naive 

Bayesian classifier, K-Nearest, Random Forest and 

Decision tree is applied with the data set and the 

accuracy is compared. The multiple classifier 

algorithms are efficiently detecting the spam messages. 

Furthermore, the system identifies duplicate or 

redundant spam messages. The similarities of the 

tweets are identified and categorized it namely leg data, 

spam data and total data. The legdata describes the 

particular person and the spam data describes how 

many of those posts are spams of that particular person. 

The total data is used to count the overall twitter data 

tweeted by everyone. The proposed spam detection 

system used to learn the tweets and the activities, and 

accurately classifying the new data inputs. 

The proposed spam and fake spam message detection 

framework contains four main detector modules such 

as hashtag-based features, content-based features, user-

based features, and domain-based features. The 

architecture of the proposed system is shown in figure 

1. The system trained with black listed spamming 

domain and tested accordingly. The four detectors 

successfully classify the spam and non-spam tweets in 

the tweet window. Using the semi supervised method 

the required information is updated periodically based 

on the previous tweet window experience. 

 
Fig 1: System Architecture 

Advantages: 

1. Proposed system focused on knn-algarithm, 

naviebayes algorithm, random forest algorithm, 

decision tree algorithm to find the spam or non 

spam accuracy’s. 

2. Spam or non spam accuracy’s comparison to other 

algorithms Random forest algorithm accuracy is 

very high accuracy. 

 

IV. RESULTS AND DISCUSSION 

 

 

Fig 2. Results screenshot 
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Fig 3. Results screenshot 

 

Fig 4. Results screenshot 

 

Fig 5. Results screenshot 

 

Fig 6. Results screenshot 
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Fig 7. Results screenshot 

 

Fig 8. Results screenshot 

 

II. CONCLUSION 

 

In this paper, a novel framework for detecting spam 

tweets has been presented. The proposed system 

extracts the live tweets successfully through 

TwitterAPI. The system successfully extracts the data 

from the lists of review text. Multi-classifiers 

algorithms such as KNN, Naïve Bayes, Random Forest 

and Decision tree algorithms are applied with the 

dataset and the performance is compared. The 

multiclassifier algorithms successfully classify the 

tweets into spam and not spam tweets respectively. 

Among the algorithm with this dataset, Random 

classifier algorithm showcased with highest accuracy. 

The prediction mechanism successfully identifies with 

the binary classification of spam messages and no spam 

messages. Furthermore, the identified spam messages 

can be deleted. 

 

VI. FUTURE WORK 

 

We used more than 10,000 tweets obtained through 

the dataset . The tweets are labeled as spam and ham in 

all tweets and the remaining portion of tweet is labeled 

as unknown. The tweets which are labeled as unknown 

due to the fact that they are not able determine their 

labels using manual observation. The twitter data is is 

classified using the four machine learning algorithms 

such as KNN, Random Forest, Bayesian and Decision 

Tree algorithms. The performance of the algorithm is 

compared with the metrics precision, recall, F-measure 

and accuracy. The proposed system considers the spam 

class as positive and non-spam class as negative. The 

system incorporates with Top-30 words of user-based 

features in the tweet text so that the system predicts 

the spam contents. This is helps to fine tune the system 

to identify spam contents and mitigate the loss due to 

spam. This property contributes to detect spam 

messages in real time by assigning 50% for training set 

and testing set. 
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