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ABSTRACT

Data mining approach is applied in numerous numbers of fields for predicting and forecasting the events. However, in healthcare sectors, due to lack of faith in prediction method people hesitate to utilize data mining technique for health issues. People post their health related queries and get reply from the experts in many online healthcare applications. However, health seekers do not get instant assistance there; they need to wait for the experts for their opinion. Many data is accumulated in repository of such application. Using data mining techniques, useful information can be extracted from such repository, which can help health seekers to get instant assistance for their health related issues. These paper presents analysis on some data mining technique particularly in disease dataset. Three classification algorithms i.e. KNN, SVM, Naïve Bayes are applied on three disease dataset, to analyse the performance of the classifiers. The predictive rate is evaluated using four evaluation parameters i.e. Accuracy, precision, recall and f_measure. The experiment is performed in Matlab tool shows that Naïve Bayes outperforms as compared to rest of the classifiers.
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I. INTRODUCTION

In health care domain, data can be very valuable. These data can be mined and converted into useful information. Medical data mining provides a way to explore the hidden relationship present in the data set of the medical realm. This relationship can be used for the diagnosis of many diseases. However, these medical data sets are very huge and obscure. These dataset have to be structure and assimilated to form a medical information system. Medical data mining provides a way to achieve these things.

Patients generally have different medical attribute as a result they have heterogeneous medical requirement. These heterogeneous attribute needs to be classified accordingly and transformed into homogeneous groups. For converting it into homogeneous groups, these dataset require detailed, effective and efficient classification algorithms. Homogeneity brings the benefits of increased certainty in clinical diagnosis, predicting individual patient needs and resource utilization.

In these research work three classification algorithms is applied on different disease dataset, to determine the prediction rate of the classifier. KNN, SVM and Naïve Bayes algorithm are analysed using for evaluation parameters accuracy, precision, recall and f-measure.

The remaining paper is organized in the following way: Section II reviews the previous work done on different dataset and classifiers. Section III describes the methodology and the dataset. Section IV includes the experimental setup results and finally section V has conclusion of the research work and the future scope.

II. LITERATURE SURVEY

Classification algorithms are generally very useful for medicinal issues, especially when applied for the diagnosis purpose [4]. Many machine learning algorithms are applied in the medical domain in the course of recent decades [5] [6] [7] [8] [9] [10].A large portion of these applications are specific and include machine learning procedure like using data mining for diagnosis purpose [11], applied neural network rule for the prediction of breast cancer [10]. Data mining has
been effectively functional in many medical fields. [12] applied KDD for the diagnosis of cardiac SPECT. [13] worked with data mining approach for the assessment of haemodialysis process. [14] utilized data mining for the predicting survivability of kidney dialysis. [15] have presented a survey of recent work done as such far in prediction of cancer diseases. In [16] proposed a system for diagnosis and prediction of CKD based on predictive mining. [17] have applied Artificial Neural Networks, Decision tree and Logical Regression. They have compared the performance of these data mining techniques. These techniques ids tested on the data collected from various dialysis centres.

III. METHODOLOGY

In this research work, three classification techniques are applied on three data set to analyse the prediction rate of the classifiers. The classifier applied is KNN, SVM and Naïve Bayes. These classifiers are applied on the datasets to predict whether disease is present or not. The performance of the each classifier is evaluated based on accuracy, precision, recall and F-measure.

A. Dataset and Pre-processing

The dataset is collected from the UCI repository as an input to the Weka tool for predicting the CKD and notCKD. The data is collected from Apollo Hospital in Tamil Nadu in July 2015. Dataset contains 400 instances that are already classified as CKD and notCKD. There are 250 instances classified as CKD and 150 as notCKD. It has 25 nominal and numeric attributes such as age, blood pressure, sugar, potassium, haemoglobin etc. Out of 25 attributes, last one is the class that can be either CKD or notCKD [1]. The dataset is found to have lots of missing values. Missing values from the dataset is removed in the Weka tool using unsupervised attribute filter. Replace missing values replaces the nominal and numeric missing values in a dataset by taking mean and modes from the training data. [3]. Once the missing values are removed, all three classification algorithms are applied on the pre-processed data.

The dataset is collected from keel dataset [2]. This dataset contains total of 10 attributes some of which are linear and some are nominal. All the attributes are first converted into nominal values. Out of 10 attributes, 9 are used to predict the breast cancer and the last attribute is class which can either be recurrence events or no recurrence events. There are 286 instances out of which 201 instances belong to no recurrence events and 85 instances belong to recurrence event. There are no missing values in the dataset.

Heart disease dataset is again collected from keel dataset. The dataset is gathered from the Cleveland Clinic Foundation, Hungarian Institute of Cardiology, Budapest, V.A. Medical Centre, Long Beach, CA and University Hospital, Zurich, Switzerland [1]. There are 13 attributes which is used to predict whether heart disease is present or not and the last attribute is class. All the attributes are nominal values. There is no missing value found in the dataset. Total of 270 instances are present. Out of which 150 instances belong to the class that does not have heart disease and 120 belong to the class that shows the presence of heart disease.

B. Evaluation Parameters

When we use a classifier model for a problem, we usually want to look at the accuracy of that model as the number of correct predictions from all predictions made. This is the classification accuracy. When we
need to decide whether it is a good enough model to solve the problem, accuracy is not the only metric for evaluating the effectiveness of a classifier. Some other useful metrics are precision, recall and f-measure. These metrics can provide much greater insight into the performance characteristics of a classifier.

- **Accuracy**: Accuracy (Acc) is defined as the number of predictions which are correct.
  \[
  \text{Acc} = \frac{\text{Tp} + \text{Tn}}{\text{Tp} + \text{Tn} + \text{Fp} + \text{Fn}}
  \]

- **Precision**: Precision (pre) is defined as the probability by which the randomly selected instance is relevant.
  \[
  \text{Pre} = \frac{\text{Tp}}{\text{Tp} + \text{Fp}}
  \]

- **Recall**: Recall (Re) is defined as the probability that the randomly selected instance is relevant in the search.
  \[
  \text{Re} = \frac{\text{Tp}}{\text{Tp} + \text{Fn}}
  \]

- **F-Measure**: F-Measure (F\text{mean}) is calculated as the harmonic mean of precision and recall.
  \[
  F_{\text{mean}} = \frac{2 \times (\text{Pre} \times \text{Re})}{(\text{Pre} + \text{Re})}
  \]
  Where,
  
  Tp: the number of true positives.
  
  Fn: the number of false negatives.
  
  Fp: the number of false positives.
  
  Tn: the number of true negatives.

### IV. EXPERIMENTAL RESULTS

This work is carried on Matlab tool. It has many inbuilt algorithm but at the same time it allows the researchers to implement their own algorithms. The pre-processed data is taken as input to the Matlab tool and classification algorithms are applied on it. The performance of the classifiers is evaluated on the basis of various evaluation parameters.

#### A. Result of Chronic Kidney Disease Dataset

From the Table 1 it is observed that Naïve Bayes performs best as compared to SVM and KNN with the highest accuracy of 0.975.

<table>
<thead>
<tr>
<th></th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN</td>
<td>0.9625</td>
<td>1</td>
<td>0.956</td>
<td>0.9772</td>
</tr>
<tr>
<td>SVM</td>
<td>0.9605</td>
<td>0.952</td>
<td>0.942</td>
<td>0.971</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>0.9725</td>
<td>0.965</td>
<td>0.992</td>
<td>0.9782</td>
</tr>
</tbody>
</table>

**Figure 2.** Graph for Chronic Kidney Disease

#### B. Result of Heart Disease Dataset

From Table 2 and Fig 3, we can conclude that for the heart disease dataset again Naïve Bayes outperforms as compared to KNN and SVM. Accuracy for Naïve Bayes classifier is 0.829.

<table>
<thead>
<tr>
<th></th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN</td>
<td>0.807</td>
<td>0.813</td>
<td>0.86</td>
<td>0.833</td>
</tr>
<tr>
<td>SVM</td>
<td>0.811</td>
<td>0.794</td>
<td>0.8933</td>
<td>0.8404</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>0.829</td>
<td>0.839</td>
<td>0.86</td>
<td>0.847</td>
</tr>
</tbody>
</table>

**Figure 3.** Graph for Heart Disease

#### C. Result of Breast Cancer Dataset

From Table 3 shows that accuracy of Naïve Bayes is 0.74 which is best among all the classifier.

<table>
<thead>
<tr>
<th></th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN</td>
<td>0.7</td>
<td>0.75</td>
<td>0.8</td>
<td>0.85</td>
</tr>
<tr>
<td>SVM</td>
<td>0.75</td>
<td>0.77</td>
<td>0.85</td>
<td>0.88</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>0.829</td>
<td>0.839</td>
<td>0.86</td>
<td>0.847</td>
</tr>
</tbody>
</table>
TABLE 3
RESULT FOR HEART DISEASE DATASET

<table>
<thead>
<tr>
<th></th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN</td>
<td>0.686</td>
<td>0.475</td>
<td>0.275</td>
<td>0.331</td>
</tr>
<tr>
<td>SVM</td>
<td>0.735</td>
<td>0.433</td>
<td>0.309</td>
<td>0.33</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>0.74</td>
<td>0.703</td>
<td>0.254</td>
<td>0.36</td>
</tr>
</tbody>
</table>

Figure 4. Graph for Heart Disease

When KNN, SVM and Naïve Bayes are applied on three medical dataset, rate of prediction is best for Naïve Bayes with the highest accuracy as compared to the rest of two classifiers.

V. CONCLUSION & FUTURE WORK

Three classification techniques i.e. KNN, SVM and Naïve Bayes algorithms are used here. These three classifiers are applied on three different dataset. Chronic kidney disease, Heart disease and breast cancer dataset are utilized for the purpose of analyzing the classifiers. When the datasets are applied to the classifiers, Naïve Bayes classifier outperforms from the rest. But still there was a chance to improve the accuracy of the classifier. There are many ensemble techniques which can boost the performance of the classifiers. These classifiers can be fused with the ensemble techniques and can be utilized to give more accurate results.
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