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ABSTRACT

In current years, the use of data mining techniques and related applications has enlarged a lot as it is used to extract important knowledge from large amount of data. Now a days the incredible growth of data in every field[1]. This increment of the data created lots of challenges in privacy. Privacy preserving in data mining becomes too essential due to share this data for our benefit purpose[2].This shared data may contain sensitive attributes, Database containing sensitive knowledge must be protected against illegal access. Therefore this it has become necessary to hide sensitive knowledge in database. Privacy preserving data mining (PPDM) try to conquer this problem by protecting the privacy of data without sacrificing the integrity of data. A number of techniques have been proposed for privacy-preserving data mining. To address this problem, Privacy Preservation Data Mining (PPDM) include association rule hiding method to protect privacy of sensitive data against association rule mining. In this paper, we survey different existing approaches to association rule hiding, along with some open challenges. We have also summarized few of the recent evolution. and a review of different techniques for privacy preserving data mining along with merits and demerits.
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I. INTRODUCTION

Privacy preserving data mining (PPDM) is a dynamic research area in Data Mining (DM), where DM algorithms are analyzed and compared the impacts which occur in data privacy. The aim of PPDM is to transform the existing dataset in some way that the confidentiality of the data and knowledge remains intact even after the mining process. In DM, the users provided the data and they are free to use their own tools. So, the manipulation for privacy has to be applied on the data itself before the mining process[7].Protecting sensitive information in the context of our research surrounded with two main goals: knowledge protection and privacy preservation. The former is related to privacy preserving association rule mining, while the latter refers to privacy-preserving clustering. An attractive aspect between knowledge protection and privacy preservation is that they have a general characteristic. For instance, in knowledge protection, an organization is the owner of the data so it must protect the sensitive knowledge discovered from such data, while in privacy preservation individuals are the owner of their personal information.[2]

Association rule Mining-Association rules mining is a significant branch of data mining. Association rule knowledge is a popular and attractive researched technique for discovering elegant relations between variables in outsized databases[10] Association rule mining firstly proposed by Agrawal et al in 1993[6]. An association rule is an implication expression of the form $X \cap Y$, where $X$ and $Y$ are disjoint item sets, i.e., $X \cap Y = \emptyset$. Support and confidence are two important parameter of association rule mining. Definition of support and confidence is defined below [2]: Support is percentage of transactions in dataset that contain XUY. 

\[
\text{Support(XY): } \frac{\text{Total no of (XY)}}{\text{Total no. of transaction in D}}
\]
Confidence is the percentage of transactions in dataset containing X that also contain Y. Confidence show the conditional probability.

\[
\text{Confidence (XY): } \frac{\text{Support (XY)}}{\text{Support (X)}}
\]

Based on Minimum Support Threshold (MST) and Minimum Confidence Threshold (MCT) value, frequent item set and association rules are generated using different algorithm like apriori, FP growth. If we want to hide the rules then we should try to decrease the confidence value of that rule compare to MCT. we can do this by decreasing the value of confidence by increasing the value of denominator or by decreasing the value of numerator. And the value of denominator and numerator can be changed by altering the value of support count of Item sets. Modifying the values of support count are based on different methodologies .[10] Association rule mining works in two-step process:

- First find all frequent item sets- itemset which arise at least as frequently as a pre-determined minimum support count.
- Generate tough association rules- based on user defined minimum support and minimum confidence.

For two itemsets X and Y where X∩Y=∅ .The confidence of an association rule X→Yis the probability that number of times Y occurs given that X occurs is equal to \( \text{Sup}X \cup Y \) divided by \( \text{Sup}X \). When \( X \rightarrow Y \) holds in the database if \( X \cup Y \) is frequent and its confidence is higher than a minimum confidence threshold (MCT). This rule is called the strong association rule. Association rule mining is used to discover all strong rules in the database.[12]

**Association Rule Hiding Approaches**

### 4.1 Heuristic Based Approaches

This approach is further divided into two techniques: i) Data distortion technique and ii) Data Blocking Technique.[10]

**Heuristic Approach**

Data Distortion technique : Data Distortion technique is a technique for modifying data using a random process. This technique apparently distorts sensitive data values by adding noise, data transpose matrix, or adding unknown values etc. This technique can handle different data types: character, Boolean, classification and integer. Discrete data need original data set to be processed. The processing of data is classified into attribute coding and obtaining sets coded data set. In most of the distortion techniques it is very difficult to hide the sensitive association rules through the reduction in the support of their generating item sets. The authors propose the construction of a lattice-like graph in the database.

**Data blocking techniques**

Blocking method works by reduction of the degree of support and confidence of sensitive association rules and replacing some attribute values of data items with
unknown values (?) or replace ‘1’ by ’0’ or ‘0’ by ‘1’. In this technique preserving privacy is done in two steps. First is to recognize transactions of sensitive rule and second is to replace the known values to the unknown, so the support of certain items goes down to a certain level and rule mining algorithm not able to mine the sensitive rules [14]. One problem with block-based privacy preserving association rule mining is that it is too hard to calculate the support and confidence of a sensitive association rule since the some of the original data is replaced with unknown value [14], [15]. This can be solved by using uncertain symbols which then can be restored with actual The first approach, relies on the reduction in the support of the generating itemsets of the rule, while the other two rely on the reduction of the rule confidence of the rule, below the minimum thresholds.

4.2 Border Based Approaches
The process of border modification is introduced by X. Sun [12]. The authors propose a heuristic approach that uses the notion of the border (improve effectiveness of the previous work in [9]) of the non-sensitive frequent itemsets to track the impact of altering transactions in the database. The proposed method first computes the positive and the negative borders in the lattice of all itemsets and then focuses on preserving the quality of the computed borders during the hiding process. The quality of database can be well maintained by greedily selecting the changes with minimal side effect. In the proposed heuristic, a weight is assigned to each element of the calculated positive border to quantitative the effect of deleting an item. During the sanitization process these weights are dynamically computed according to the current support of the equivalent itemsets in the database. To reduce the support of a sensitive itemset from the negative border, the algorithm calculates the effect of the possible item deletions by calculating the sum of the weights of the positive border elements that will be affected. Then, it proceeds to delete the items that will have the minimal impact on the positive border. In [5], authors improves the hiding solutions of [8], The proposed algorithms follow a similar approach and try to modify this item in such a way that the support of the max- min itemset is minimally affected. In case of multiple itemsets the hiding process starts with lower support itemset at one at a time base.

4.3 Exact Approaches
Exact approaches are usually able to offer better quality solutions compared to the heuristic approaches, but with a high intricacy cost. This is coming through represent the sanitization process as a constraint satisfaction problem and by solving it using linear or integer programming solver. Sanitization process is done as an atomic operation to prevent the local minima experienced by the heuristic approaches. It solves the problem as a Constraint Satisfaction Problem (CSP) with a goal to discover the minimum number of transactions that need to be sanitized for the suitable hiding of all the sensitive knowledge. It works with the sensitive itemsets only to reduce the problem size, apply for their support stays lower than the minimum support threshold. The optimization process is determined by a standard measure function that is glorious by the measure of accuracy. Moreover, the constraints obligatory in the CSP formulation catch the number of supporting transactions that need to be sanitized for the hiding of each sensitive itemset. The best solution of the CSP can be identified by using integer programming solver to satisfy the objective[16].

4.4 Reconstruction Based Approach
Reconstruction approach has two ladder, first perform distortion of data and then reconstructing the distributions. There are several algorithms for reconstructing the distributions and data types. For distributed data, Bayesian reconstruction process is used which is based on EM algorithm. EM algorithm is robust and it can estimate the original distribution when a large amount of data is obtained. An additional way of data reconstruction is to keep the original data aside.
and start from sanitizing knowledge base. The new data are reconstructed from the sanitized knowledge base [9].

4.5 Cryptography Based Approaches
Cryptography is a technique through which sensitive data can be encrypted. It is a good technique to protect the data. In [12], According to the another cryptographic technique which is very general because it provides security and safety of sensitive attributes. There are different algorithms of cryptography available. But this technique has many disadvantages. It fails to protect the output of computation. It prevents privacy leakage of the computation. This algorithm does not give successful results when it talks about more parties. It is very complex to apply this algorithm for huge databases. Final data mining result may violate the privacy of the individual Record.

<table>
<thead>
<tr>
<th>Advantage</th>
<th>Limitation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Heuristic Based Approaches (Distortion technique)</strong></td>
<td></td>
</tr>
<tr>
<td>More efficient, scalable</td>
<td>Difficult to revert the changes made in database</td>
</tr>
<tr>
<td><strong>Heuristic Based Approaches (Blocking technique)</strong></td>
<td></td>
</tr>
<tr>
<td>It maintains veracity of database, since instead of inserting false value it just block original value.</td>
<td>Suffer from various side effects like ghost rule, lost rule etc.</td>
</tr>
<tr>
<td><strong>Border Based Approaches</strong></td>
<td></td>
</tr>
<tr>
<td>Maintains data quality by greedily selecting the modification with minimal side effects. Improvement over pure heuristic approach.</td>
<td>Unable to identify optimal hiding solution. But still dependent on heuristic to decide upon the item modification.</td>
</tr>
<tr>
<td><strong>Exact Approaches</strong></td>
<td></td>
</tr>
<tr>
<td>Guarantees quality for hiding sensitive information than other approaches.</td>
<td>But requires very high time complexity due to integer programming</td>
</tr>
<tr>
<td><strong>Reconstruction Approaches</strong></td>
<td></td>
</tr>
<tr>
<td>Create privacy aware database by exacting sensitive characteristic from the original database. Lesser side effects in database than heuristic</td>
<td>The open problem is to restrict the number of transactions in the new database.</td>
</tr>
<tr>
<td><strong>Cryptographic Approaches</strong></td>
<td></td>
</tr>
<tr>
<td>Secure mining of association rule over partitioned database.</td>
<td>Do not protect the output of a computation. Falls short of providing a complete answer to the problem of privacy preserving data mining. Communication and computation cost should be low.</td>
</tr>
</tbody>
</table>

II. EVALUATION METRICS
Following metrics are used to evaluating association rule hiding algorithms [15][16].

1) **Efficiency**- It is measured in terms of CPU-time, space requirements and communication required for hiding. In short, excellent performance in terms of resources allocated.

2) **Scalability**- It is measured in terms of high-quality performance for increasing sizes of input datasets.

3) **Data quality**- Data quality parameters are accuracy measure, completeness, consistency which are in relationship to preservation of original data values and of data mining results.

4) **Hiding failure**- It is the percentage of the piece of information that fails to be hidden. It is derived by, \( HF = \frac{|Rs(D')|}{|Rs(D)|} \) where, \( |Rs(D')| \) are the number of sensitive rules appearing in the sanitized database and \( |Rs(D)| \) are the number of sensitive rules in the original database.

5) **Privacy level**- It measures the degree of uncertainty according to which the protected information can still be predicted.

6) **Lost Rules cost**- It measures the number of nonsensitive association rules found in the original database but not in sanitized database.

7) **Ghost Rules**- It measures the percentages of rules that are not there in the original database but can be derived from sanitized database.

8) **Dissimilarity**- It quantify difference between original database and sanitized database.

III. CONCLUSION
Association rule hiding is an important concept in the area of privacy preserving data mining. It protects the privacy of sensitive information in databases against the association rule mining approaches. In this paper, represented survey of the different approaches for
privacy preserving data mining, and analyses the major algorithms available for each method and points out the existing drawback. While all the purposed techniques are only approximate to our goal of privacy preservation, we need to further perfect those approaches or develop some efficient methods. To address this issue, the following problems should be considered: Privacy and accuracy is a couple of contradiction; improving one usually incurs a cost in the other. How to apply various optimizations to achieve a trade-off should be deeply researched. Lot of Side-effects are there with data sanitization process. How to reduce their negative impact on privacy preserving needs to be considered carefully. We also need to define some metrics for measuring the side-effects resulted from data processing. In distributed privacy preserving data mining areas, efficiency is an essential issue. We should attempt to develop more efficient algorithms and achieve a balance between identity disclosure cost, computation cost and communication cost. It also presents a comprehensive survey on the list of existing association rule hiding techniques to hide sensitive item set without revealing pattern. Existing approaches provide only the approximate solution to hide sensitive knowledge. There is need of finding exact solution to the privacy problem in database disclosure.
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