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ABSTRACT 

 

This paper is intended to apply sequence labelings which are introduced to find out the ambiguity in three-

words. These words appear to give rise to ambiguity. They seem to be sequence words and this method can be 

applied only to these types of words. There is another theory of automata which is a mathematical model. By 

implementing this model to disambiguate the words of sequence it is found there is a kind of mathematical 

accuracy equal to that of sequence labeling method. The main aim of finding out these methods, is to find out 

solution to the problem of ambiguity in three-words sequences. Here designing of automata theory for three-

words is dealt with the Three-Words disambiguation rules are explained with examples. 

Keywords : Natural Language Processing(NLP),Information Retrieval Systems(IRS), Machine Translation(MT), 

Finite Automata(FA). 

 

I. INTRODUCTION 

 

To explain this theory clearly, five states have been 

identified. In this process state one may have more 

than one tag, state two may have more than one tag 

and state three may have more than one tag. Now 

one tag has been retained in the word one deleting 

the remaining tags. In the similar manner, the same 

procedure is continued in the second word order and 

third word also[1,2,3,4]. By doing so, the problem of 

ambiguity has been resolved. When this process 

comes to state four, it is treated as completed since it 

gives a complete sense. In the fifth state regarded as a 

dead state, all the unwanted tags will be 

appear[5,6,7,8]. 

 

With the help of transitional diagrams and 

transitional tables, the rules are explained. 

Transitional diagrams contain states, POS tags, start 

state and final state[5]. These diagrams can be 

represented with the symbols like Q, ∑, S, F. Here Q 

stands for states one, two, three and dead states, ∑ 

contains POS tags, S contains the starting state, that is, 

state one, and F contains the final state, that is, state 

four[13,14,15,16,17,18]. 

 

Transitional Table is also framed to show how these 

tags appear in different states and give a picture 

representation.  

   W1   ::   W2 ::  w3 =>  W1  ::   W2 :: W3 

Where 

W1 ,W2 and W3 are sequence of words in that order. 
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II. DESIGNING AUTOMATA THEORY FOR 

THREE WORDS RULES 

 

 
Figure 2.1. Three-word disambiguation for  v, n, pn :: 

n :: pn,v 

Where  

1, 2, 3 and dead state belong to Q and n, v, pn belongs 

to ∑. 

Here v denotes verb, pn denotes pronoun and n 

denotes noun. 

Q: {1,2,3,4,dead} 

∑:{v,n,pn} 

S:{1} 

F:{4} 

 

Table 2.1. Three-word disambiguation for  v, n, pn :: 

n :: pn,v 

∂ v n Pn 

1 2 dead Dead 

2 - 3 - 

3 dead - 4 

4 - - - 

dead - - - 

 
Figure 2.2. Three-word disambiguation for  pn :: n, 

adj :: v, pn 

 

 

Where  

1, 2, 3 and dead state belong to Q and n, v, pn, adj 

belongs to ∑. 

Here v denotes verb, pn denotes pronoun,n denotes 

noun and adj denotes adjective. 

Q:{1,2,3,4,dead} 

∑: {pn,n,v,adj} 

S: {1} 

F: {4} 

Table 2.2. Three-word disambiguation for  pn :: n, 

adj :: v, pn 

∂ pn n V adj 

1 2 - - - 

2 - 3 - dead 

3 dead - 4 - 

4 - - - - 

dead - - - - 

 
Figure 2.3. Three-word disambiguation for  n :: n, 

adv :: v 

Where  1, 2, 3 and dead state belong to Q and n, v, 

adv belongs to ∑. 

Here v denotes verb, n denotes noun and adv denotes 

adverb. 

Q: {1,2,3,4,dead} 

∑: {n,v,adv} 

S: {1} 

F: {4} 

Table 2.3. Three-word disambiguation for  n :: n, 

adv :: v 

∂ n v adv 

1 2 - - 

2 3 - dead 

3 - 4 - 

4 - - - 

dead - - - 
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Figure 2.4. Three-word disambiguation for  unk :: n, 

pn :: v, pn 

Where  

1, 2, 3 and dead state belong to Q and unk, v, pn, 

nbelongs to ∑. 

Here v denotes verb, pn denotes pronoun, n denotes 

noun and unk denotes unknown. 

Q: {1,2,3,4,dead} 

∑:{unk,n,v,pn} 

S:{1} 

F: {4}  

Table 2.4. Three-word disambiguation for  unk :: n, 

pn :: v, pn 

∂ unk n v pn 

1 2 - - - 

2 - 3 - dead 

3 - - 4 dead 

4 - - - - 

dead - - - - 

 

III. THREE WORD DISAMBIGUATION RULES 

 

W1::W2::W3 w1::w2::w3…..(1) 

N,v,pn :: n::pn,v     v::n::pn…..…...(2) 

Pn::n,adj::pn,v  pn::n::v…..(3) 

N::n,adv::v  n:n:v       .… ….(4) 

Unk::n,pn::v,pn  unk::n::v….(5) 

n::n,v::v,pn  n::n::v    .…(6) 

n::v,pn::n,adv     n::v::n..…(7) 

v,pn::n:pn,v               v::n::v.(8) 

n::v,n::v,pn  n::n::v….….(9) 

n,v:avy::v,pn,adj         n::avy:v.….......(10) 

unk::n,adj::v,pn  unk::n::n.....(11) 

pn::v,np::v,pn  pn::v::v…...(12) 

v,p,n,n::v,pn,n,adj::v,pn  pn::v::v…...(13) 

avy::n,adv::v,pn  avy::n::pn...(14) 

n,adj::n::v,pn,n  n::n::v......…(15) 

n::n,adv::v,pn  n::n::v..….….(16) 

n,adv::adv::v,pn   n::adv::p.…...(17) 

v,pn,n::v,pn::avy  n::pn::avy..…...…(18) 

adv,n::n,adj::v,pn  adv::adj::v….…....(19) 

punc::v,pn,n,adj::v,p  punc::adj::v…...…...(20) 

     

3.1 Case Study for three word ambiguity 

Here is a Telugu sentence which has ambiguous 

words from Telugu corpus, like 

Sentence:  

waMdri ceVppina viRayAlu AlociMcevAdu. 

Morph Output: 

waMdri                waMdri/n 

ceVppina       ceVppu/n,v,pn 

viRayAlu       viRayaM/n 

AlociMcevAdu    AlociMcu/pn,v 

Before Applying Disambiguation Rule: 

  W1 = ceVppu 

  W2 = viRayaM 

                       W3 = AlociMcu 

 w1      :: w2  :: w3     =>    w1 :: w2 :: w3 

 n,v,pn  :: n   :: pn,v   =>    v  :: n  :: pn 

 

In the above sentence, the first word carries tags 

(n,v,pn) followed by the second word carrying the 

tag n and followed by a third word carrying the tags 

(pn,v). Then the tag v is retained from the first word 

and pn is retained from the third word  eliminating 

the (n,pn) from (n,v,pn), and v from (pn, v). 

 

After Applying Disambiguation Rule: 

waMdri ceVppina viRayAlu AlociMcevAdu. 

  n           v            n            pn          punc 

 

3.2 Analysis of Three Word Disambiguation 

http://www.ijsrcseit.com/


Volume 2, Issue 7, September - 2017  |  http:// ijsrcseit.com  

 
 314 

Here the following figure 3.1 gives an analysis of the 

Accuracy. While X-axis indicates the number of test 

sessions, Y-axis indicates the Accuracy. As a result, 

the proposed method can disambiguate nearly 96% of 

the ambiguity [9,10,11,12]. 

 

 
Figure 3.1. Three word disambiguation rules accuracy 

 

IV. CONCLUSION  

 

Here dealing with the designing of three-word rules 

for Telugu Language Sentence word order. To make 

things easy to understand some rules have been made 

which can be applied for the word order of Telugu 

Language Sentences and it clarifies the ambiguity. All 

these things are so vividly explained with the help of 

case studies and theoretical explanations. When these 

rules are applied whenever needed, they help the 

user easily to eliminate the ambiguity. These theories 

help understand the study of disambiguation. By 

applying disambiguation rules it is found that the 

proposed method can disambiguate nearly 96% of the 

ambiguity. The theoretical explanation and 

disambiguation rules have resulted in the accuracy of 

evidences.   
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