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ABSTRACT 
 

In Wireless Sensor Networks (WSNs), Localization is one of important issue that can affect the performance of 

networks. To design an accurate localization algorithm is a challenging task among researchers. It is noticed 

that DV Hop algorithm gets more attention among all localization algorithms due to its simple and efficient 

design. But in DV Hop algorithm, the accuracy of positioning is affected through average distance per hop. 

Hence in this work, an effort is made to improve indoor positioning accuracy and also to reduce positioning 

error rate in WSNs. So, in this work, charge system search based DV Hop algorithm is proposed for decreasing 

the error rate due to average distance per hop of anchor nodes. The experimental results reveal that proposed 

algorithm reduces the positioning error in network effectively.   
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I. INTRODUCTION 

 

In last few years, a lot of attention and research work 

have been carried out for successful deployment of 

sensors in distribute management, information 

processing, and multi-hop communication [1]. 

Wireless sensor networks are integrated with 

advanced technology like sensor technology, 

embedded computing, communications, and 

distributed information processing. Large amount of 

data is gathered through deployed sensors and these 

sensors are also monitored environmental parameters 

information collaboratively [2]. Hence, energy 

consumption and Therefore, collaborative 

information processing can be considered as key 

issues in WSNs. But, the collaborative data 

processing takes less attention among research 

community. The WSNs are designed using large 

number of sensor nodes, that can deployed in a 

sensor field and each node responsible for multi-hop 

communication [3]. The primary responsibility of 

these sensor nodes is to collect the data from the 

sensor field and process the collected data weather 

belongs to mechanical, thermal, biological, chemical, 

and optical readings [4]. However, sensors have 

limited source of power in terms of battery and the 

power can be consumed due to collection and 

processing of data. Hence, balanced energy 

consumption is one of main issue for energy-efficient 

management [5]. In recent times, lot of research is 

ongoing for monitoring of residual energy in the field 

of WSNs.  Large numbers of cluster-based routing 

protocols have been designed for address the above 

mentioned issue of WSNs. Further, it is observed 
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these nodes are randomly deployed in the sensor 

field. In most of WSNs applications, it is important 

that the location of nodes should be known in 

advance for obtaining sensing data such as target 

tracking [5], medical care [6] and smart house 

application [7]. In such application, each node having 

information about the location of other nodes, 

without knowing the location information, the 

collected data have not significant contribution. One 

of simple solution for addressing aforementioned 

problem is to localize the nodes using the Global 

Positioning System (GPS). But, it is not possible in 

case of sensor nodes, because GPS leads to increase 

nodes’ size, power consumption and cost. Further, it 

is noticed that GPS devices are not applicable in 

indoors applications. As a result, few of nodes 

associated with GPS, called anchors and rest of nodes 

are called unknown nodes; these are localized 

through localization algorithms. Hence, node 

localization is precondition and foundation for the 

application of WSNs [8].  

 

Presently, location algorithms are divided into two 

categories i.e. range-based localization algorithm and 

range-free localization algorithm [9]. The range-

based localization algorithms require high power 

consumption and cost. But, range-free localization 

algorithms having low cost and power consumption. 

Additionally, these algorithms do not require any 

additional hardware support. Thus, these algorithms 

are widely adopted in WSNs as localization 

algorithms [10-12]. Among these, DV-Hop algorithm 

is one of range-free localization algorithm that can be 

widely adopted as node localization algorithm in 

WSNs, but, this algorithm suffers with low accuracy. 

From literature, it is observed that the localization 

accuracy of DV-Hop algorithm is improved through 

other meta-heuristic algorithm such as particle 

swarm optimization algorithm [13], genetic 

algorithm [14-15], artificial bee colony algorithm [16] 

and shuffled frog leaping algorithm [17-18] and so on. 

Hence, the aim of this research work is to explore the 

capability of charged system search (CSS) algorithm 

for improving the localization accuracy of DV-Hop 

algorithm. Kaveh et al., have developed CSS 

algorithm for solving mechanical design problems in 

2010 [19]. This algorithm comprises of three basic 

principles of physics such as Coulomb law, Gauss law 

and Newton second law of motion. Every meta-

heuristic algorithm consist of two properties i.e. 

exploration and exploitation. The exploration refers 

for finding promising solution search space, whereas, 

exploitation refers to find optimal solution from 

solution search space.  In CSS, Coulomb and Gauss 

laws are responsible for exploration while Newton 

second law of motion responsible for exploitation. In 

this work, CSS algorithm is adopted in second phase 

of DV-Hop algorithm to optimize hop size error. The 

advantages of CSS is simple and easy implementation, 

more accurate results, computational efficiency and 

less number of user defined parameters.   

 

Rest of paper is organized as fellows. Section 2 

describes the DV-Hop algorithm. CSS algorithm is 

described in section 3.  Section 4 describes the 

proposed improvement in DV-Hop algorithm. In 

section 5, experimental results are illustrated. Section 

6 presents the conclusion of the entire work.  

 

II. DV-HOP ALGORITHM  

 

This section describes DV-Hop algorithm in brief. 

The distance vector based positioning algorithm for 

mobile ad-hoc network is proposed by Niculescu and 

Nath in 2003 [20]. The implementation of algorithm 

consists of three steps. The very first step of DV-Hop 

algorithm consists of broadcasting of beacon packets 

through anchor nodes in network. This packet 

contains location information with hop count value 

which is initialized to zero.  When a node received a 

beacon packet, a table is created for every anchor 

nodes. This table consists of coordinates of anchor 

nodes and hop size i.e. (xi , yi , hopi ) where xi , yi  

represents coordinate of anchor nodes and hopi 

represents minimum number of nodes from anchor 

node. If a received packet having less hop count 

value to a anchor node, hop count value of the table 

is updated for received packet, and further, packet is 
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forwarded in the network with increased hop count 

value by 1; otherwise ignored. Through this 

mechanism, all nodes in the network maintain the 

minimum hop count value for every anchor node. 

After obtaining the minimum hop count for other 

anchor nodes, the second step is to determine the 

average size of which is computed through equation 

1.   

 
 

Where, (xi , yi ) and (x j , y j ) presents the coordinates 

of anchor nodes i and j , and hi j is number of hops 

between anchor nodes i and j.  

 

After computing average hop-size, in next step is to 

broad cast its hop size through each anchor node in 

network using controlled flooding. When an 

unknown node obtains hop-size information message, 

then, it stored only first received message and after 

that transmits this message to its neighboring nodes. 

Using this, most of nodes obtain minimum hop-size 

from anchor nodes and also compute the distance 

between itself and anchor nodes using equation 2. 

 

Where,           denotes the average hop-size of 

unknown node p obtains from the nearest anchor 

nodei, and hoppk is the minimum number of hops 

between the unknown node p and the anchor node k. 

 

After computing the distance between unknown 

nodes and anchor nodes, the next step is to compute 

the estimated position of unknown nodes using 

polygon method. Consider, the position (coordinates) 

of unknown node p is (x, y), position of ith anchor 

node is (xi , yi ), and distance between anchor nodei 

and unknown node p is di . Assuming, an anchor 

node estimate the location of unknown node p, then, 

the location is estimated through equation 3.   

 

Hence, to make equations linear, subtracting the last 

equation from first (n−1) equations, then obtained (n 

− 1) equations as given in equation 4. 

 

Further, the equation 4 can be rewrite in the form of 

AX = B, where A, B, and X are described using 

equations 5-7.  

 

 

 
The location of pth node is computed using equation 8. 

 
 

III. CHARGE SYSTEM SEARCH (CSS) METHOD 

 

Kaveh et al., have developed CSS algorithm based on 

the movement of charged particles in solution search 

space [19]. The position of ith charged particle (CPs) is 

represented as     (                       ).  

 

Whereas, velocity of ith charged particle is given as 

    (                      ) . It is assumed that 

position and velocities of CPs should lie in the range 

of [         ]
 and [         ]

  respectively. 

Initially, the velocities of all CPs are set to zero. 

From literature, it is noticed that application of CSS 

algorithm is explored in applied in various research 

filed and this algorithm provides efficient and 

effective results for solving many optimization 



Volume 3, Issue 1, January-February-2018 | www.ijsrcseit.com | UGC Approved Journal [ Journal No : 64718 ] 

 
 571 

problems [21-24]. The main steps of the CSS 

algorithm are as follows. 

 

 

 

Steps of Charge System Search Optimization Method 

Step 1: Randomly initialize charge particle in D-dimensional search space using equation 1. 

                (             )                                                                          

      represents the initial value of the ith variable for the jth CP;         and        are 

the minimum   and the maximum values for the ith variable;    is a random number in 

the interval [0,1] and the initial velocities of charged particles are zero i.e.       
                    

Step 2: While (The stopping criterion is not met) 

Step 3: Evaluate fitness of each charged particle, compare the values of fitness function and 

sort them into increasing order. 

 

Step 4: Store the positions of initial charged particles (Ck) into a variable, called CM. 

 

Step 5: For n = 1 to number of charged particles 

Step 6: Compute the value of moving probability for each charged particle using the 

following equation. 

    {
          

                

             
                                        

      

                                                                                 

                                        If,  
                

             
                       

fit (i) represents the fitness of ith instance of dataset while fit (best) represents the 

best fitness value and fit (j) represents fitness value of jth data instance of the dataset 

and rand is a random number in between [0, 1].  

Step 7: Determine the value of actual electric force (F) using the equation 3. 

     ∑(
  

  
    

  

   
    )

     

     (     ) {

            
                 

                 
              

qi and qj represents the fitness of ith and jth CP, ri,j represents the separation distance 

between ith and jth CPs, i1 and i2 are the two variables whose values are either 0 or 1, 

‘a’ represents the radius of CPs and it is assumed that each CPs has uniform volume 

charge density but changes in every iteration.  

Step 8: End for 

Step 9: For d = 1 to number of dimensions of charged particles 

Step10: Update the positions and velocities of charged particles using equation (4) and (5) 

respectively. 

                  
  

  
                                                              (11) 

       
               

  
                                                                                                                    

rand1 and rand2 are the two random functions whose values lie in between [0, 1], Za 

and Zv are the control parameters which control the influence of actual electric force 

and previous velocities, mj is the mass of jth CPs which is equal to the qk and    

represents the time step which is set to 1. 

Step 11: If charged particles cross its boundary limit then correct its position using HS based 

method. 
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Step 12: End for 

Step 13: Determine the fitness function of new generated charged particles and compare it to 

the charged particles stored into CM. 

Step 14: Exclude the worst charged particles from CM. 

Step 15: End while 

Step 16: Obtain the desired results 
 

IV. PROPOSED ALGORITHM  

 

This section describes CSS based DV-Hop algorithm 

for optimizing localization error in second step of 

original DV-Hop algorithm. In DV-Hop algorithm, 

an error can occur when compute the estimated 

distance between unknown nodes and anchor nodes. 

So, to optimize this error is one of important issue for 

improving the performance of the localization 

algorithm. Large numbers of evolutionary algorithm 

are reported in literature for solving optimization 

problems. Hence, in this work, CSS based 

optimization algorithm is adopted to reduce the error 

rate of DV-Hop algorithm. In literature, it is 

observed that many researchers have applied 

evolutionary algorithm for reducing the error rate of 

DV-Hop algorithm.  

  

4.1 Hop Size Improvement 

In DV-Hop algorithm, average hop size is calculated 

using equation 1and possible contains some error 

extent. Let us consider that the average hop size for 

each anchor node is equal to          The actual 

distance between two anchor nodes i and j is denoted 

using dij which is computed using equation 2. The 

error between dij and the estimated distance which is 

computed using          is illustrated using hij that 

denotes the number of hops between two anchor 

nodes i and j. So, in our proposed algorithm, the CSS 

algorithm is adopted to optimize the results of first 

step of DV-Hop, so, the CSS algorithm is applied on 

the second step of DV-Hop algorithm to reduce the 

error of determined hop sizes. The fitness function is 

described in terms of eij which is correspond to error 

between real and estimated distance between anchor 

nodes i and j. The minimization of fitness function eij 

is corresponds to better estimation of hop size value 

for each anchor node. The fitness function can be 

expressed as given below.   

 

 

 
 

It also observed that anchor nodes have not equal 

effects on the error. So, in this work, a weight matrix 

(W) is computed for each anchor nodes from 

unknown nodes. This weight matrix is determined 

using equation 14.  

 

 
 

Where,      is the weight of the unknown node p 

for ith anchor node and can be computed using 

equation 15. 

 

 

 
Figure 1. Flow chart of the proposed CSS based DV-

Hop algorithm 

After determination the value of fitness function, the 

CSS algorithm is presented. In CSS algorithm, each 

CPs is described using hop size and each CP contains 

only one single parameter. Initially, population of 

CPs are randomly scattered around the computed 
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hop size in the hope to find better optimal solution. 

Further, the algorithmic steps of CSS algorithm are 

used to optimize the average ho size and the best CP 

position can be considered as a new hop size. The 

flow chart of the proposed CSS based DV-Hop 

algorithm is illustrated in Figure 1. 

 

V. EXPERIMENTAL RESULTS  

 

5.1. Simulation environment  

This subsection describes the simulation 

environment of proposed CSS based DV-Hop 

algorithm. The proposed algorithm is implemented 

in MATLAB environment on window based 

operating system using 2.20 GHz Intel Core i7 CPU 

and 8 GB RAM. A 100x 100 sensor field is considered 

to deploy 100 sensor nodes randomly. The squares 

nodes represent the anchor nodes whereas circle 

nodes represent anchor nodes. The communication 

range of each node is set to 60. The maximum 

number of iteration is set to 50. The results are taken 

as the average of twenty five independent runs. The 

performance of the algorithm is tested on average 

localization error which is computed using equation 

16.  

 

 
Where, M is the number of unknown nodes, R is 

communication range, (xestimated, yestimated ) is the 

estimated coordinate of unknown node i and (xi , yi ) 

is the actual coordinate of unknown node. 

Further, the experimental results of the proposed 

algorithm are compared with DV-Hop algorithm, 

Ren & Zhao algorithm [15] and Peng & Li algorithm 

[18].   

 

5.2 Effects of number of anchor nodes on positioning 

accuracy 

Fig. 2 depicts the results of proposed algorithm and 

other algorithms being compared using average 

localization error. It is observed that the average 

error rate is decreasing as the number of anchor 

nodes increased. Further, it is also noticed that 

proposed algorithm obtains low error rate among all 

other algorithms being compared. It is noted that due 

to increment in number of anchor nodes, hop count 

between anchor nodes and unknown nodes become 

decreased and in turn resulted into reduce 

accumulated error of estimated distance between 

anchor nodes and unknown nodes.    

 

 
Figure 2. Average localization error of unknown 

nodes at different number of anchors 

 

5.3 Effects of communication range on positioning 

accuracy 

Figure 3 illustrates the results of average 

localization error of proposed algorithm, DV-Hop 

algorithm, Ren & Zhao algorithm and Peng & Li 

algorithm using communication range. The 

communication range of each node varies in the 

range 30 to 60. It is noted that number of sensor 

nodes and the number of anchor nodes are equal to 

100 and 10 respectively. It is observed that error is 

increased when communication range increases for 

all algorithms. It is due increment in the hop size. 

But, it reveals that the proposed algorithm provides 

less average localization error among all algorithms.  
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Figure 3. Average localization error of unknown 

nodes with the change of communication range 

 

5.4 Effects of number of sensor nodes on positioning 

accuracy 

To investigate the performance of the proposed 

algorithm with increased number of sensor nodes, 

the numbers of sensor nodes in network are changed 

from 100 to 300. Still, the communication range is set 

60 and the number of anchors is set to 10% of the 

total nodes. The density of network becomes dense 

due to increment in number of nodes. Fig. 4 shows 

the results average localization error of all algorithms 

using increase number of sensor nodes. It is observed 

that as the density of network is increased, the 

number of hops decreased and in turn resulted into 

more accurate average ho size. Hence, the average 

localization error can decrease. It is also observed 

that the proposed algorithm gives better results in 

comparison to other algorithms being compared.  

 
Figure 4. Average localization error of unknown 

nodes with the change of total nodes 

 

5.6 Computation time 

In this work, computational time is also considered 

as one of performance measure parameter. The 

computational time of all algorithms is computed in 

each run. Table 1 describes the average 

computational time over twenty five independent 

runs of each algorithm. The number of anchors is set 

to 10 % of the total numbers of nodes. It is observed 

that as the numbers of sensor nodes increase, the 

computational times of all algorithm increases.  It is 

further noted that the computational time of DV-

Hop algorithm is lowest among all algorithms. 

 

 

Table 1. Average computational times of proposed algorithm and other algorithms being compared 

Algorithms 
Number of Sensor Nodes 

100 150 200 300 

DV-Hop 0.05786 0.09235 0.1256 0.3562 

Ren & Zhao 

algorithm 
4.8752 7.8635 9.5673 11.9242 

Peng & Li 

algorithm 
8.7312 15.9543 20.0374 24.1457 

Proposed 5.0492 7.3124 11.5438 14.6432 
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VI. CONCLUSION 

 

In wireless sensor networks, locations of sensor 

nodes have significant impact on its performance in 

many applications areas. So, in this work, CSS based 

DV-Hop algorithm is proposed to reduce the 

localization error for improving the performance of 

algorithm. The CSS algorithm is applied in the 

second phase of DV-Hop to reduce average 

localization error. Further, a weight matrix is also 

considered for each anchor node because each 

anchor node imposes different impact on error. The 

effectiveness of the proposed algorithm is evaluated 

using three different scenarios i.e. number of anchor 

nodes, communication range and number of sensor.  

 

From the experimental results, it is stated that the 

proposed algorithm obtains minimum average 

localization error in comparison to all other 

algorithms using all scenarios. Further, 

computational time is also taken as performance 

parameter. It is observed that proposed algorithm 

take more computation time in comparison to DV-

Hop algorithm. Finally, it is concluded that effective 

and efficient algorithm and successfully overcome 

the shortcoming of DV-Hop algorithm.    
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