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ABSTRACT 
 

This paper presents computational intelligence techniques for software reuse prediction. In this paper, we did 

comparative study of five computational intelligence techniques that are J-48, Naive-Bayes Classification 

Algorithm, MLP, random forest and SVM on software reuse data set.   We also performed CART based feature 

selection for reducing the attributes of the data. Ten-fold cross validation is performed throughout the study. 

The results obtained from our experiments indicate that after feature selection all five techniques were 

performed well. 

Keywords :  Vector machine (SVM), Classification and Regression Tree (CART), Multilayer (MLP), J-48, 

Random forest, software reuse. 

 

I. INTRODUCTION 

 
Data mining is one of the evolution techniques in 

information technology. It can be named as 

“knowledge mining from data”. Data mining involves 

many different algorithms to accomplished different 

tasks. All of these algorithms attempt to fit model to 

the data and examine the data and determine a 

model that is closest to the characteristics of the data 

being examined [1]. The model that is created can be 

either predictive or descriptive in nature. A 

predictive model makes a prediction about values of 

data using known results found from different data. 

Predictive model data mining tasks include 

classification, regression and time series analysis etc. 

Classification maps data into predefined groups or 

classes [2]. Classification is the process of finding a 

model (or function) that describes and distinguishes 

data classes or concepts, for the purpose of being able 

to use the model to predict the class of objects whose 

class label is unknown[3,4]. The derived model is 

based on the analysis of a set of  

training data (i.e., data objects whose class label is 

known). “How is the derived model presented?” The 

derived model may be represented in various forms, 

such as classification (IF-THEN) rules, decision trees, 

mathematical formula, or neural networks. In this 

project, selected classification algorithms were 

considered from Different category of classification 

algorithms. These algorithms are J48, MLP 

(Multilayer Perception), RF (Random Forest), Naive-

Bayes Classification Algorithm and Support vector 

machine (SVM) have been considered for comparing 

their performance based on the Reuse/Predicting 

successful reuse data. 

 

The rest of this paper is organized as follows.  

Section 2 related work done in the field of software 

fault prediction. Section 3 overviews the data 

description and data preparation, Section 4 overviews 

of the techniques applied in this paper, section 5 

presents the results and discussions. Finally, Section 

6 concludes the paper. 
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II. LITERATURE REVIEW 

 

Faults in software systems continue to be a major 

problem. They are present in a computer program as 

errors, flaws, defects, failures, or faults. Over the past 

years, many fault prediction models have been 

developed including statistical and machine learning 

(ML) techniques, of which the machine learning 

technique is the most popular. 

 

In recent years, a number of alternative modelling 

techniques have been proposed for the classification 

of data. They include artificial neural networks, 

analogy-based reasoning, and fuzzy system [5, 6 and 

7] and ensemble techniques. Aggarwal et al. [8] 

reported an expert committee model, which is a 

combination of robust regression technique and 

neural network. Later Vinay kumar et al.[9] reported 

linear and non linear ensembles consists of various 

statistical and intelligent techniques viz. Multi Layer 

Regression, Back Propagation Neural Network 

(BPNN), RBF, DENFIS, Threshold Accepting based 

Neural Network (TANN) and SVM. In analogy-based 

cost estimation, similarity measures between a pair of 

projects play a critical role [10]. Unfortunately, the 

accuracy of these models is not satisfactory so, there 

is always a scope for new prediction technique. 

 

III.  DATA DESCRIPTION AND PREPARATION 

 

In our research, we got Reuse/Predicting successful 

reuse data from PROMISE Software Engineering 

Repository 

(http://promise.site.uottawa.ca/SERepository/datasets

-page.html). Here you will find a collection of 

publicly available data sets and tools to serve 

researchers in building predictive software models 

(PSMs) and software engineering community at large. 

Entire Reuse/Predicting successful reuse data set 

contains information about 24 projects and the data 

set consist of 29 attributes. In this paper, we are 

predicting the Success or Failure of the software. We 

are applying intelligence technique on the data set 

However, before applying these intelligence 

techniques to the data set, there are a number of 

issues to be taken into consideration during cleaning 

and data preparation. The first cleaning step was to 

remove the projects having null values. So finally, we 

got 22 projects in the data set. 

 

IV. OVERVIEW OF TECHNIQUES APPLIED 

 

Naive-Bayes Classification Algorithm: 

The Naive-Bayes Classification Algorithm represents 

a supervised learning method as well as a statistical 

method for classification. Assumes an underlying 

probabilistic model and it allows us to capture 

uncertainty about the model in a principled way by 

determining probabilities of the outcomes. It can 

solve diagnostic and predictive problems. 

We used Weka tool for J-48, Naive-Bayes 

Classification Algorithm:, MLP ,randem forest and 

SVM, implementation available at  

http://www.cs.waikato.ac.nz/~ml/weka/downloading

.html 

 

C4.5: 

It is an algorithm used to generate a decision tree 

developed by Ross Quinlan [11] C4.5 is an extension 

of Quinlan's earlier ID3 algorithm. The decision trees 

generated by C4.5 can be used for classification, and 

for this reason, C4.5 is often referred to as a statistical 

classifier.C4.5 builds decision trees from a set of 

training data in the same way as ID3, using the 

concept of information entropy. The training data is 

a set  of already classified samples. Each 

sample  consists of a p-dimensional 

vector , where  represent attributes 

or features of the sample, as well as the class in 

which  falls. 

This algorithm has a few base cases. 

 All the samples in the list belong to the same 

class. When this happens, it simply creates a leaf 

node for the decision tree saying to choose that 

class. 

 None of the features provides any information 

gain. In this case, C4.5 creates a decision node 

http://www.cs.waikato.ac.nz/~ml/weka/downloading.html
http://www.cs.waikato.ac.nz/~ml/weka/downloading.html
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higher up the tree using the expected value of 

the class. 

 Instance of previously unseen class encountered. 

Again, C4.5 creates a decision node higher up the 

tree using the expected value. 

The main reason for choosing decision tree learners 

because it is giving rules that human can easily 

interpret. 

 

Artificial neural networks are massively parallel 

interconnections of simple neural that function as a 

collective system. Neural nets are designed in an 

attempt to mimic the human brain in order to 

emulate human performance and thereby function 

intelligently [12]. 

 

A multi-layer perceptron (MLP) is a feed 

forward artificial neural network model that maps 

sets of input data onto a set of appropriate outputs. 

An MLP consists of multiple layers of nodes in a 

directed graph, with each layer fully connected to 

the next one. Except for the input nodes, each node 

is a neuron (or processing element) with a 

nonlinear activation function. MLP utilizes a 

supervised learning technique called back 

propagation or training the network [13].MLP is a 

modification of the standard linear perceptron and 

can distinguish data that are not linearly 

separable.[14] 

 

The multilayer perceptron consists of three or more 

layers (an input and an output layer with one or 

more hidden layers) of non linearly- activating nodes. 

Each node in one layer connects with a certain 

weight  to every node in the following layer. 

Some people do not include the input layer when 

counting the number of layers and there is 

disagreement about whether  should be 

interpreted as the weight from i to j or the other way 

around. 

 

An advantage of neural nets lies in the high 

computation rate provided by their massive 

parallelism, so that real time processing of huge data 

sets becomes feasible with proper hardware. 

Information is encoded among the various 

connection weights in a distributed manner [15, 16]. 

 

The SVM is a powerful learning algorithm based on 

recent advances in statistical learning theory 

proposed by Vapnik [17] SVM is a learning system 

that uses a hypothesis space of linear functions in a 

high dimensional space, trained with a learning 

algorithm from optimization theory that implements 

a learning bias derived from statistical learning 

theory. SVR uses a linear model to implement non-

linear class boundaries by mapping input vectors 

non-linearly into a high dimensional feature space 

using kernels. The training examples that are closest 

to the maximum margin hyper plane are called 

support vectors. All other training examples are 

irrelevant for defining the binary class boundaries. 

The support vectors are then used to construct an 

optimal linear separating hyper plane (in case of 

pattern recognition) or a linear regression function 

(in case of regression) in this feature space. The 

support vectors are conventionally determined by 

solving a quadratic programming (QP) problem. 

 

The new SVM learning algorithm is called Sequential 

Minimal Optimization (or SMO). Instead of previous 

SVM learning algorithms that use numerical 

quadratic programming (QP) as an inner loop, SMO 

uses an analytic QP step.  Sequential Minimal 

Optimization (SMO) is a simple algorithm that can 

quickly solve the SVM QP problem without any 

extra matrix storage and without using numerical QP 

optimization steps at all. SMO decomposes the 

overall QP problem into QP sub-problems, using 

Osuna’s theorem to ensure convergence. The 

advantage of SMO that The amount of memory 

required for SMO is linear in the training set size, 

which allows SMO to handle very large training 

sets[18]. 

 

V. RESULT & DISCUSSION 

In this study we used Reuse/Predicting successful 

reuse data Set. It has 24 projects with 28 independent 



Volume 3, Issue 1, January-February-2018 | www.ijsrcseit.com | UGC Approved Journal [ Journal No : 64718 ] 

 

 

 1067 

variables and 1 dependent variable. On the data sets 

we applied five intelligence technique that is J-48, 

Naive-Bayes Classification Algorithm:, MLP ,random 

forest and SVM on the data sets .The experiments 

have been carried out two way first way data set is 

taken at an instance and is supplied to one of the 

intelligence technique. The parameters of the 

intelligence technique are set to some initial values 

and the experiment conducted . Ten-fold cross 

validation performed for the training the intelligence 

technique. In this technique, the whole data set is 

divided into ten parts a nd in first iteration the first 

nine parts are supplied as training and the tenth part 

is supplied as testing. In the next iteration, one of the 

ninth part is taken out for testing and the tenth part 

is included in the nine parts as training. So, this 

substitution goes on until all the parts of the dataset 

have been trained and tested. The results are 

presented in the table -1 We compared the 

performance of the Classification models on the basis 

of Accuracy, which defined as follows: 

 

Accuracy = (True positive + True negative) / (True 

positive + True negative +False positive + False 

negative) 

 

The results are presented in Table 1. 

 

Algorithm NAME ACCURACY( %) 

J-48 100 

Naive-Bayes Classification 

Algorithm 
100 

MLP  100 

Randem Foest  95.45 

SVM(SMO) 100 

 

In the second way of experiment, we did feature 

selection. In the field of machine learning feature 

selection, also known as variable selection, attribute 

selection or variable subset selection, is the process of 

selecting a subset of relevant features (variables) for 

use in model construction. For the feature selection, 

we used CART algorithm. By applying Cart 

algorithm, we got six important variables. Now we 

did experiment with reduced variable data set. The 

results are presented in the table -2. 

 

The results are presented in Table 2 

 

Algorithm NAME 

ACCURACY 

( %) 

J-48 100 

Naive-Bayes Classification 

Algorithm 
100 

MLP  100 

Randem Foest  100 

SVM(SMO) 100 

 

VI. CONSULISION 

 

It is observed that from the table -1 that J-48, Naive-

Bayes Classification Algorithm:, MLP and SVM have 

given 100 5 accuracy without feature selection it is 

observed that  all the techniques are giving  100% 

accuracy. So we can conclude from the experiments 

that feature selection should we perform before 

predicting the success and failure of the software for 

the   Reuse/Predicting successful reuse data. 
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