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ABSTRACT 
 

Recently tweeter is growing as one of the famous social networking sites among the users.  It may be in the 

form of short messages with limited of words. Users shared the tweet among the other users. More than 400 

million tweets are received by the tweeter. Tweets contain different types of data that might be reviews or 

opinions on certain topic, some discussions, news, discussion on problems and solutions, blogs and more. In this 

paper we survey about the different technique used for extracting tweet and generating summary from the 

tweet. In this paper we discussed about the different summarization algorithms, and techniques used for 

timeline generation.  
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I. INTRODUCTION 

 

Currently a socially generated stream has progressed 

toward becoming well known on WWW (World 

Wide Web). As quick development in an internet, 

utilization of socail media additionally increases. 

There are numerous social sites like Twitter, 

Facebook, Instagram and so on in which twitter has 

become a standout amongst the most popular social 

site for client to share data like text, audio, video and 

so on. Short messages are being created and shared at 

huge rate. Twitter gets a number of tweets for each 

hour. It is in raw form, the answer for this is 

summarization of tweets. Summarization represnets 

set of document which contain outline of related 

information. Growing attractiveness of micro-

blogging blogging services for example, Twitter, 

Weibo, and Tumblr has brought in the explosion of 

the measure of short-text messages. Twitter, for 

example, which gets more than 400 million tweets 

per day 1 has developed as an invaluable source of 

news, online journals, opinions and more. Tweets, in 

their raw shape, while being useful, can likewise be 

overwhelming. For example, search for an interesting 

issue in Twitter may yield a millions of tweets, 

traversing weeks. Regardless of the possibility that 

separating is permitted, plowing through so many 

tweets for important contents would be a nightmare, 

also the tremendous measure of noise and 

redundancy that one may experience. To make 

things more terrible, new tweets fulfilling the 

filtering criteria may arrive continuously, at an 

unusual rate. One conceivable answer for data 

overload issue is summarization. Summarizations 

presents to repeating of the fundamental thoughts of 

the content in as few words as possible instinctively, 

a good outline should cover the primary points (or 

subtopics) and have diversity among the sentences to 

diminish redundancy. Summarization is generally 

utilized as a part of agreeable course of action, 

particularly at the point when clients surf the 

internet with their mobile devices which have 

considerably lesser screens than PCs. Traditional 

document summarization approaches, in any case, 

are not as effective in the circumstance of tweets 

given both the big size of tweets and additionally the 
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quick and continuous nature of their entry. Tweet 

summarization, in this way, requires functionalities 

which altogether vary from traditional 

summarization. In general, tweet summarization 

needs to think about the temporal feature of the 

arriving tweets. Consider a client interested by a 

topic - related tweet stream, for example, tweets 

about "Apple". A tweet summarization framework 

will persistently monitor "Apple" related tweets 

creating a real time timeline of the tweet stream. A 

client may investigate tweets based on a timeline(e.g. 

"Apple" tweets posted between Oct. to Nov.). Given a 

timeline range, the record system may produce a 

series of current time summaries to highlight points 

where the topics/subtopics advanced in the stream. 

Such a framework will successfully empower the 

user to learn real news discussion identified with 

"Apple" without reading through the whole tweet 

stream. Given the big picture about topic 

development about "Apple", a user may choose to 

zoom in to get a more detailed report for a smaller 

duration (e.g., from three hour) framework may give 

a drill - down summary of the term that empowers 

the client to get additional details for that duration. 

Such application would not just encourage easy in 

topic - relevant tweets, but likewise support a scope 

of information investigation assignments, for 

example,  instant reports or historical survey. 

 

II. LITERATURE REVIEW 

 

Zhenhua Wang et al. introduce a summarization 

framework called Sumblr. Sumbler is the continuous 

summarization by stream clustering. This is the first 

approach where summarization technique is use for 

the tweet summarization. In this technique there are 

total three components mainly with different 

functionality. They are listed as for tweet stream 

clustering, summarization of the tweet stream and 

last component is the timeline generation with topic 

evolution. This technique is useful for the tweets 

which are dynamic in nature, on large scale quantity 

and arrival rate is very high [1]. 

 

In paper [2] creators expects to make condensations 

of tweets from live drifting likewise continuous 

themes. The fundamental objective is to gather the 

tweets by criticalness or convenience so that an end 

client can be given a sensible think of the most 

imperative substance from the Twitter stream. 

Summarization is refined using a non-parametric 

Bayesian model associated with Hidden Markov 

Models and a novel perception display expected to 

allow positioning base. 

 

In paper [3] authors introduced a new application, 

namely sequential summarization for Twitter 

trending topics. The two proposed techniques 

identify the subtopics as well as extract significant 

tweets to create sub-summaries. The evaluations as 

far as the three estimations, including scope, 

curiosity and relationship and in addition the human 

evaluation all show that the stream/semantic 

consolidation ST+SE-PA methodology is the best 

choice among all the proposed approaches.  

 

In paper [4] authors address the difficulties of 

designing algorithm to group direction stream upon 

the sliding window model, including variable 

inspecting rate, information instability, constrained 

assets, advancing property, and the impact of the 

obsolete tuples. In perspective of such issues, they 

have propose a system for trajectory stream 

clustering, including three sections, the information 

preprocessing part, the online part that separating 

summary statistics of trajectory stream segment over 

sliding window, and the offline part that re-

clustering micro-clusters based on such statistical 

information. In particular, cluster features can be 

kept up viably when new trajectory line segments 

consistently comes in, though the impact of the 

lapsed records can be expelled securely to keep away 

from performance degradation with negligible 

damage to result quality. 

 

In paper [5] authors have given solution on a realistic 

issue of stream mining with activity recognition. The 

method consolidates active as well as incremental 
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learning technique for recognizing numbers of 

activities. They also incorporate supervised, 

unsupervised and active learning to assemble a 

hearty and effective recognition framework. Past 

methodologies for stream classification did not 

address this crucial issue. Authors tried given 

procedure on genuine datasets and talked about the 

framework performance contrasted with other 

classification systems. 

 

Color continues to be an important topic and the 

cultural identification plays a significant role in 

society. In paper [6] research aimed on consolidating 

known facts related to cultural responses to colors by 

data-mining social media. To separate the utilization 

of 11 fundamental color terms in Japanese and 

German Twitter sustains, word clusters and co-

occurrences are analyzed. 

 

In paper [7] authors given different methods for 

opinion mining those are aimed on gathering 

information from twitter on specified topic or 

keyword. In the wake of gathering information the 

information is changed into required format. This 

information is preprocessed and subjected to 

compute the opinion mining score utilizing different 

strategies. Such an analysis would be useful for 

analysis. Just a couple of the techniques can achieve 

to some high level of precision. Hence, the answers 

for Opinion Mining still have far to go before 

achieving the certainty level requested by down to 

specific applications. 

 

In paper [8] authors developed STREAMCUBE to 

support hierarchical spatio-temporal hash tag 

clustering, in that, case users can see twitter 

information interactively with different time and 

space granularity. This was the first framework to 

support such application. This system has three 

components: (1) a spatio-temporal hierarchy 

influenced by the quad-tree as well as by data cube. 

Hashtag clustering is done based on a divide-and-

conquer technique at the lowest level of the 

hierarchy. Then the outcomes of clustering are 

combined incrementally in a bottom-up manner. (2) 

A single pass hashtag clustering algorithm. Unique in 

relation to existing clustering procedures, they are 

managing content-evolving hashtags. (3) Event 

ranking, which is intended to help users identify 

local events and burst events. 

 

In paper [9] the author has proposed simultaneous 

visualization with a stream graph and relational 

graph with a spring model for a set of tweets. The 

test outcomes demonstrated the flow and currency of 

associated topic words, also demonstrated 

modification in trends in the relational graph. Tweets 

have data which is temporal which has users’ trends 

as well as the relevance of every topic, and modifies 

in group interests. However, they need to investigate 

singular tweets to comprehend why these 

phenomena happen or why people are tweeting at a 

specific time. Contrasting existing examination, our 

exploration is all the more centering a brief 

timeframe of specific. The reason that chart have 

social diagram. So we can see short purpose of 

connections. 

 

We have seen related work in summarization 

happened till date in detail. Below is the table which 

gives the summary of all above discussion in short.

 

Table 1: Survey Table 

 

Sr. no Paper Technique 

Used 

Applicability Research Gap 

1 On Summarization and 

Timeline Generation for 

Evolutionary Tweet Streams 

Sumblr 

framework 

This system is very effective 

and has efficiency. 

Multi-topic version 

of Sumblr in a 

distributed 
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(Zhenhua Wang et. al., 2015) system 

2 Automatic Twitter Topic 

Summarization (D. Wen et. 

al., 2014) 

non-

parametric 

Bayesian 

model 

Fast, very flexible Need to improve 

summarization 

framework, 

especially in 

summary readability 

3 Sequential Summarization: A 

Full View of Twitter 

Trending Topics (D. Gao et. 

al., 2014) 

Subtopic 

Detection, 

OPAD 

Algorithm 

The evaluations in terms of 

the three measurements, 

including coverage, novelty 

and correlation as well as the 

human evaluation all 

demonstrate that the 

stream/semantic combination 

ST+SE-PA approach is the 

best option among all the 

proposed approaches 

Need to 

determination of 

subtopic number 

and the better ways 

to model tweet 

streams, like a more 

proper window size 

or a new model to 

handle the 

sequential tweets. 

4 StreamAR: Incremental and 

Active Learning with 

Evolving Sensory Data for 

Activity Recognition (Z. S. 

Abdallah et. al., 2012) 

k-means, 

Expectation 

Maximisation 

and DBScan 

robust and efficient 

recognition system 

--- 

5 Clustering Word Co-

occurrences with Color 

Keywords Based on Twitter 

Feeds in Japanese and 

German Culture (D. M. 

Marutschke et. al., 2015) 

use of 11 

basic color 

terms 

 improve timely reaction on 

cultural trends 

--- 

6 Medical data Opinion 

retrieval on Twitter 

streaming data (V. Sindhura 

et. al., 2015) 

Opinion 

Mining, Data-

driven 

techniques 

Help facilitate faster response 

to and preparation for 

epidemics and also be very 

useful for both patients and 

doctors to make more 

informed decisions. 

Need to improve the 

performance. 

7 STREAMCUBE: Hierarchical 

spatio-temporal hashtag 

clustering for event 

exploration over the Twitter 

stream (W. Feng et. al., 2015) 

STREAMCUB

E 

identify local events and 

burst events 

No support topic-

based exploration 

8 Visualization of spread of 

topic words on Twitter using 

stream graphs and relational 

graphs (K. Amma et. al., 

2014) 

Stream 

Graphs and 

Relational 

Graphs 

more focusing a short time of 

particular 

system is not 

automatic 
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III. PROPOSED WORK 

 

Developing continuous tweet stream summarization 

is a hard task to perform, since countless number of 

tweets is useless, noisy as well as irrelevant in nature, 

because of the social way of tweeting. Tweets are 

firmly associated with their posted time and new 

tweets have a tendency to touch base at a quick rate. 

Tweet streams are constantly extensive in scale, 

henceforth the summarization algorithm ought to be 

very proficient. It ought to give tweet summaries of 

subjective time spans. It ought to naturally recognize 

sub-topic changes and the minutes that they happen. 

In this paper we are going to build up a multi-point 

variant of a constant tweet stream summarization 

system, in particular Sumbler to produce summaries 

and timelines of events with regards to streams, 

which will likewise reasonable in distributed 

frameworks and evaluate it on more finish and 

extensive scale data sets. The past variant of sumbler 

was not viable in distributed range. 

Proposed system comprises of three principle 

modules: the tweet stream clustering module, the 

high-level summarization module and the timeline 

generation module. The tweet stream clustering 

module keeps up the online statistical information. 

The topic-based tweet stream is given; it can 

proficiently cluster the tweets and keep up minimal 

cluster data. The high-level summarization module 

gives two sorts of summaries: online and historical 

summaries. An online rundown depicts what is as of 

now talked about among the general population. 

Hence, the input for creating online summaries is 

recovered straightforwardly from the present clusters 

kept up in memory. Then again, a historical 

summary helps people groups comprehend the 

principle happenings amid a particular period, which 

implies we have to dispense with the impact of tweet 

substance from the outside of that period. Therefore, 

recovery of the required data for creating historical 

summaries is more confounded. The center of the 

timeline generation module is a topic evolution 

detection algorithm which delivers real-time and 

range timelines also. 

IV. CONCLUSION 

 

In this survey we have analyzed different methods 

for document summarization, clustering. We have 

seen some traditional methods like, filtering as well 

as tweet summarization. Traditional methods are not 

able to handle large number of data in coming in 

dynamic way. Performance of the system is not upto 

the mark. Filtering is not an efficient technique due 

to tweet data is noisy also is redundant. Real-time 

data is in large scale redundant and irrelevant which 

is hard to handle and summarize with the traditional 

approach. Traditional document summarization 

methods are not compelling for huge size tweets and 

in addition not appropriately reliable for tweets 

which are arrived quickly and constantly, likewise 

they are only concentrating on static and small-scale 

data set. 
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