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ABSTRACT 
 

In the field of computer vision the important research is image stitching. Image stitching is the process of 

combining multiple photographic images with overlapping fields of view to produce a segmented panorama 

image.  Stitching process has three stages, namely Registration, Calibration, and Blending. In recent years many 

algorithms have been proposed widely to tackle image stitching problem. A discussion is made on all the recent 

approaches and review is done. In addition we also discuss the image stitching process for the understanding of 

the reader. Here some of the techniques used for image stitching process are given here. Finally, the current 

challenges of image stitching will be discussed. 
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I. INTRODUCTION 

 
Image processing is a technique which is applied to 

execute some operations over an image, in order to 

get an enhanced image or to remove some useful 

information from the existing. It  is a process in 

which the mathematical operations can be performed 

on images using any form of signal processing in 

which the inputs shall be an image or a series of 

images or video such as a photograph or video frames 

[1]. Either an image or a set of characteristics or 

parameters related to the image are the outputs 

produced by image processing. 

 

Image Stitching is the process in which assembling a 

succession of images and combining them together to 

form an uninterrupted flawless photographic 

representation of the image surface. In order produce 

seamless results most approaches of image stitching 

requires nearly exact overlapping between images. 

Merging images together to create a larger image is 

referred as Stitching, preferably without it being at 

all noticeable that the produced image has been 

created by computer [2]. It has extensive applications 

in the field of video conferencing, video matting, 

video stabilization, 3D image reconstruction, video 

summarization, video compression, satellite imaging, 

and several medical applications (Medical image 

stitching has many applications in clinical diagnosis, 

such as diagnosis of cardiac, retinal, pelvic, renal, 

abdomen, liver, tissue and other disorders). The 

ability to summarize and compress videos taken with 

a panning camera [3] is an interesting application of 

image stitching .Here figure 1 represents the image 

stitching components. 

 
Figure 1. Image Stitching Components 
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II. DIFFERENT KINDS OF IMAGE STITCHING  

 

The different kinds of image stitching are, 

 Mosaic - stitching multiple rows of images that 

were taken without rotating the camera around 

a single point, but with the camera kept 

perpendicular with the focus.  

 Panorama (single-row) - stitching a single row 

of images (created by rotating the camera 

around a single point in a flat plane, which is 

normally parallel with the horizon).  

 Panorama (multi-row) - stitching multiple 

rows of images (created by rotating the camera 

around a single point in a flat plane but lean or 

position the camera up and/or down so that for 

each row of pictures the lens is not necessarily 

parallel with the plane of rotation).  

 Panorama (pano-camera) - The ends of 

panoramic picture created with a panoramic 

camera are stitched.  

 Spherical panorama - stitching any number of 

pictures in such a way as to 

 

 
Figure 2 

 

Create a spherical panorama, the vital difference 

between this spherical and single or multi-row 

panoramas is that the "poles" (i.e. the very top and 

bottom of the image) must be stitched  so that the 

user can view straight above and below through 

which  a smoothly blended image can be seen.  

 

III. IMAGE MOSAICING METHODS 

 

Image mosaicing methods are broadly classified into 

Direct Method and Feature Based Method.  

 

Direct Method uses information from all pixels. It 

repetitively updates an estimate of homography so 

that a particular cost function is decreased. 

Sometimes Phase-Correlation is used to evaluate the 

few parameters of the homography. Minimizing the 

sum of absolute differences between overlapping 

pixels is the main advantage of the direct method. In 

this method, each pixel is measure up with each 

other so it’s a very composite technique. They are not 

invariant to image scale and rotation. Direct method 

optimally used the information grouped from the 

image alignment. It measures the input of every pixel 

in the image. The main difficulty of direct method 

techniques is that they have a inadequate range of 

convergence [4]. 

 

Feature based methods have become more and more 

accepted and pervasive in mosiacing. This is 

particularly due to the strengthening of new 

algorithms and various types of invariant features 

which have been described in the current years. In 

feature-based technique, all main important feature 

points in an image pair is compared with all features 

in the other image by using one of the local 

descriptors. Feature based methods [5] mosaic the 

images by automatically detecting and matching the 

features in the source images, and then warping these 

images together. Basically there are three steps 

namely feature detection and matching, local and 

global registration and image composition. For image 

stitching base on feature-based techniques, feature 

extraction, registration, and blending are different 

steps required for performing image stitching. 

Feature-based methods are use by establishing 

correspondences between points, lines, edges, 

corners or any other shapes. The main benefit [6] of 

feature based technique is that it is more tough 

against any type of panorama movement occurred in 

image. This method is very faster and it has the 
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capability to recognize panoramas by robotically 

detecting the adjacency relationship between an 

ordered set of images. These features are best suited 

for fully automated stitching of panoramas. Feature 

based methods rely on exact detection of image 

features. Correspondence between features leads to 

computation of the camera motion which can be 

tested for alignment. This kind of approach is likely 

to fail in the absence of distinctive features.  

 

A.   Image Registration 

Image registration is geometrically aligning two or 

more pictures which are sense from different 

viewpoint, at different time and using the different 

sensors. Out of these pictures one is a reference 

image and all others are called as sensed images.The 

sensed image undergoing the registration algorithm 

and its pixel coordinates are transformed into 

reference image pixel coordinates is the main idea 

behind any image registration algorithm. In this way, 

the transformed sensed image is got and then this 

transformed sensed image is super imposed on the 

reference image in visually plausible way. Once both 

the images are super imposed a larger 2D view of the 

scene or highly informative single output image are 

received. The image registration is classified into the 

four classes depending upon how the images which 

are to be registered are acquired [7]. 

 

 Multi View Image Registration: Images of the 

same scene are acquired from different 

viewpoints. 

 Multi Temporal Image Registration: Images of 

the similar scene are acquired at various 

intervals, often on regular basis, and possibly 

under various constraints. 

 Multimodal Modal Image Registration: Pictures 

of the similar scene are acquired by different 

sensors. 

 Scene to Model Registration: Images of a scene 

and a outline of the scene are registered 

 

Steps involved in the registration processes in [8] are 

as follow: 

1. Feature Detection: Salient and distinctive 

objects in both reference and sensed images are 

perceive. 

2. Feature Matching: The communication 

between the features in the reference and the 

sensed image are established. 

3. Transform Model Estimation: The type and 

parameters of the so-called mapping functions, 

aligning the sensed image with the reference 

image, are expected. 

4. Image Resampling: The sensed image is 

transformed by means of the mapping 

functions. 

 

B.   Calibration 

Image calibration minimizes the differences between 

an ideal lens model and the camera-lens combination 

that was used. These differences are resulted from 

optical defects such as distortions and exposure 

differences between images [9].Intrinsic and extrinsic 

camera parameters are improved in order to 

restructure the 3D structure of a scene from the pixel 

coordinates of its image points. Extrinsic camera 

parameters define the location and orientation of the 

camera reference frame with respect to a known 

global reference frame. Intrinsic camera parameters 

link the pixel coordinates of an image point with the 

corresponding coordinates in the camera reference 

frame [10]. The choice of deform is a compromise 

between a smooth distortion and one which achieves 

a good match. Smoothness can be ensure by assuming 

a parametric form for the deform or by constrain it 

using deferential equations. Matching can be 

specified by points to be brought into alignment, by 

local measures of correlation between images, or by 

the coincidence of boundaries. 

 

The two images that will form the mosaic are twisted 

or bended out of shape, by using the geometric 

transformation. , pure warping means that points are 

mapped to points without changing the colours while 

an image can be transformed in various ways. It can 

be mathematically based on any function from plane 

to plane. If the function is put in the original form 
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then it can be revamped. There are two  different 

methods for generation of an image for any type of 

distortion. 

 Forward-mapping: A given mapping from 

sources to images is directly applied. 

 Reverse-mapping: For a given mapping from 

sources to images, the source is found from the 

image. 

 

In forward warping, the resource image is mapped 

onto a cylindrical surface, but it can disappear holes 

in the target image as some pixels may never get 

mapped there. Therefore, inverse warping is 

commonly used where each pixel in the target image 

is mapped to the resource image. 

 

C. Blending 

Image blending is the method which changes the 

image grey levels in the locality of a boundary to get 

a smooth evolution between images by deleting and 

creating a blended image by determining how a pixel 

in an overlapping area should be prescribed. Image 

blending involves executing the adjustments figured 

out in the calibration stage, combined with the 

remapping of the images to an output projection [11].  

 

Images are blended together and visibility of seams 

between images is minimized by the seam line 

adjustment. Once the source pixels have been 

mapped onto the final composite surface, the next 

step is to blend them in order to create a gorgeous 

looking panorama. If all of the images are in perfect 

registration and identically expose, it becomes an 

easy problem. There are many image stitching  

consists of different pixels blending methods such as 

feathering image blending, gradient domain and 

Image Pyramid blending[12].Blending can be 

performed by using a binary mask  in which the 

object overwrites the pixel values of one image with 

the pixel values of an another image. Blending can 

also be performed in a single series of steps, 

combining the pixels of one image with those of the 

next image. Feathering image blending is a technique 

used in computer graphics software to smoothen or 

blur the edges of a feature; it is the simplest approach, 

in which the pixel values in the blended regions are 

weighted and average are calculated from the two 

overlapping images [13].When all the images were 

taken at the same time and using high quality tripods 

very simple algorithm brings out the perfect results. 

 

IV. CHALLENGES ACCOSICATED WITH IMAGE 

STITCHING 

 

There are many issues in image stitching such as [14]:  

Noisy image data or data with uncertainties: An 

image is often destroyed by noise in its acquisition 

and transmission, the cost of bring out  features is 

decreased by taking a cascade filtering approach. 

Very larger image collection are needed for efficient 

indexing large amount of images may lead to high 

processing time, since each image needs necessary.  

 

The main challenge on image stitching is the usage of 

handled camera that leads to the presence of parallax, 

small scene motions such as waving tree branches, 

and large-scale scene motions such as people moving 

in and out of pictures. This problem can be handled 

by bundle adjustment. Another frequent problem in 

creating photo-mosaics is the elimination of visible 

seams, for which a variety of techniques have been 

developed over the years [15]. 

  

V. CONCLUSION 

 

In this paper the various image stitching techniques 

are reviewed. Image stitching is useful for variety of 

tasks in perception and computer graphics. The three 

main stages of image stitching such as registration, 

calibration, blending the image were discussed and 

some of the fundamental and basic techniques used 

in image mosaicing are discussed in this paper.  
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