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ABSTRACT 
 

During past two decades, several statistical techniques/methods student analysis were used. Academic accuracy 

from different perspectives. Over a time period availability of education within the rustic (rural) areas has 

improved. Further, the developments in urban areas in different sectors have resulted in educational 

environment changes.  Our pursuit in this paper has been to find the strong rules from the available data by 

applying association rule mining, and there by find the relevance to the student performance associated with 

the educational environment in which they study.  We have identified the association between different 

attributes of educational environment i.e., the location of the college, type of the college, different social groups, 

different courses etc., and thereby extract strong association rules. The processed the available data has found 

the unknown rules and analysis of these rules offering a suitable and build testimonial academic planning’s 

within  higher  institutions learnings to heighten their deciding process .They are also helpful for a proper 

understanding of the educational environment aids to the course of study construction and other enhancements 

for readily rising students theoretical performance. Through this document we use data mining technique of 

association rule mining to extract strong rules in education environment that identifies students’ success 

patterns in different colleges in different social groups and also presents, implementation is done using Java 

Programing and Oracle Software, Further we have processed the available data to find the pattern of support 

for these rules from time to time. 

Key Words: Academic Student Performance, Data Mining, Higher Education, Association Mining Apriori 

algorithm  

I. INTRODUCTION 

 
In the last few years, in accordance with the fast 

developed technology the total data has been 

developing technology the total data has been 

developing large in every field. The discovery of 

novel and the required information from entire sum 

of data has been increased. The usage of data mining 

with different mining techniques used on various 

application domains such as education, banking, 

retail sales, bio-informatics and telecommunications 

and etc., In order to take out useful data to fulfill the 

requirements of the industry. The large amount of 

data is stored in databases, files and other 

repositories, growth fully it is important, if not 

required, modifying powerful means to analyze and 

perhaps interpreting data for the extraction of 

interesting knowledge and it will be helping in 

making decisions, It is necessary to gain important 

information i.e., already not known from these data 

by applying data mining techniques. 

 

In this continuously changing environment, the 

requirement is very high for the educated work 

force. During these days, the foremost aim is to 

power up the universities and educational processes. 
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For the most available data, data mining considered 

as the most relevant technology in providing 

additional details to the lecturer, student, alumni, 

manager and the remaining educational staff and 

acting as an active automated assistant in helping to 

make better decisions in respective educational 

activities. 

 

The Graduates education is one of the important part 

of national education system, it’s the backbone of 

national level competitiveness and innovation. The 

man intensity of higher educational system is to 

purify the quality of education. Usage of data mining 

technology will be helping to fill gaps in higher 

education. The patterns, association and anomalies, 

can be used to improve the speed of the processes. 

These improvements will be bringing lots of 

advantages to the higher educational system such as 

increasing educational system efficiency, in all the 

required students statistics (promotion rate, 

retention, drop out, success, learning…etc) and it 

will be reducing the cost of system processes. To 

improve the above quality, we need a data mining 

system that will provide needed knowledge and 

internal views for the decision makers in the higher 

educational system. 

In this paper we are using association rule mining to 

bring out the strong rules hidden in the data.  Apriori 

algorithm is the most preferred one for his purpose.  

Here we have used seven years of Under Graduate 

data of Kakatiya University, Warangal, Telangana, 

India from 2000 to 2006.  The data has been 

preprocessed to suit the needs of our mining activity 

and we have done the implementation by Java 

Programing and Oracle Software. 

 

In this document, we are using association rule 

mining to get the strong rules which are hidden in 

the data. Apriori is one of the most suitable 

algorithm for this purpose. Here, we have used seven 

years of under graduate data of kakatiya university, 

Warangal, Telangana, India during 2000-2006. The 

entire data will be preprocessed to suit the needs of 

our mining activity and we will be implementing 

through Java Programming and Oracle software. 

 

II. RELATED WORK 

 

Association Mining Problems originates from the 

research of Market Basket problems, where the 

Association Mining in Educational domain has been 

studied by many researchers.  In Minaei-Bidgoli et. 

Al. proposed an approach to classify students in order 

to predict their final year grade based on the features 

extracted from logged data in an educational web-

based system was reported. Data mining classification 

process was used in conjunction with genetic 

algorithm to improve the prediction accuracy [1]. 

Also, Talavera et. al in student data was mined to 

characterize similar behavior groups in unstructured 

collaboration using clustering algorithms[2]. The 

relationship between students’ university entrance 

examination results and their success was studied 

using cluster analysis and k-means algorithm 

techniques in [3]. Fuzzy logic concept was not 

behind in the field of educational data mining 

[4,5,6,7], for instance a two-phase fuzzy mining and 

leaning algorithm was described in [8], this is an 

hybrid system of association rule mining Apriori 

algorithm with fuzzy set theory and inductive 

learning algorithm to find embedded information 

that could be fed back to teachers for refining or 

reorganizing the teaching materials and test. 

Association rule mining technique has also been used 

in several occasions in solving educational problems 

and to perform crucial analysis in the educational 

environment. This is to enhance educational 

standards and management such as investigating the 

areas of learning recommendation systems, learning 

material organization, student assessments, course 

adaptation to the students’ behavior and evaluation 

of educational web sites [9,10,11,12 13]. In [11] a 

Test Result Feedback (TRF) model that analyses the 

relationships between students’ learning time and the 

corresponding test results was introduced. 

Knowledge Discovery through Data Visualization of 

Volume%203,%20Issue%203%20|%20March-April-2018%20
http://www.ijsrcseit.com/


Volume 3, Issue 3 | March-April-2018  |   http:// ijsrcseit.com  

 

Sk Althaf Hussain Basha  et al. Int J S Res CSE & IT. 2018 Mar-Apr;3(3) : 578-588 

 580 

Drive Test Data was carried out in [14]. Genetic 

algorithm as Ai technique was for data quality 

mining in [15 ] Association rule mining was used to 

mining spartial Gene Expressing [16 ] and to discover 

patterns from student online course usage in [13] and 

it is reported that the discovered patterns from 

student online course usage can be used for the 

refinement of online course. Robertas, in [17] 

analysed student academic results for informatics 

course improvement, rank course topics following 

their importance for final course marks based on the 

strength of the association rules and proposed which 

specific course topic should be improved to achieve 

higher student learning effectiveness and progress. 

Different types of rule-based systems have been 

applied to predict student academic performance 

(mark prediction) in an e-learning environment 

systems (using fuzzy association rules) [18]; to predict 

learner performance based on the learning portfolios 

compiled (using key formative assessment rules) [19]; 

for prediction, monitoring and evaluation of student 

academic performance (using rule induction) [20]; to 

predict final grades based on features extracted from 

logged data in an education web-based system (using 

genetic algorithm to find association rules) [21]; to 

predict student grades in LMSs (using grammar 

guided genetic programming) [22]; to predict student 

performance and provide timely lessons in web-

based e learning systems (using decision tree) [23]; to 

predict online students’ marks (using an orthogonal 

search-based rule extraction algorithm) [24] 

 

In view of the literature survey, it is observed that 

different analysis has been done on students’ results 

database but the student academic performance in 

social groups categories in urban and rural areas in 

Private sector and Government colleges different 

courses wise in isolation has never been analyzed for 

hidden and important patterns, which could be of a 

great importance to academic planners in enhancing 

their decision making process and improving student 

Academic performance.  

The generated association rules are analyzed to make 

useful and constructive recommendations to the 

academic planners. This promised to enhance 

academic planner’s sense of decision making and aid 

in the curriculum structure and modification which 

in turn improve students’ performance and to 

improve graduate rate. In This paper, we have 

studied the application of the Association rules 

Analysis in the curricula of graduate education and 

how the student performance differ among various 

social groups  between rural and urban areas, 

between Government and private sector colleges in 

different courses.   We have taken Kakatiya 

University as base region and studied the results from 

seven years of data. 

 

III. ASSOCIATION RULE MINING 

 

In data mining techniques, association rules are one 

of the most preferred techniques, to identify hidden 

patterns. The kinds of patterns that can be discovered 

depend upon the data mining tasks employed. By and 

large, there are two types of data mining tasks: 

descriptive data mining tasks that describe the 

general properties of the existing data, and predictive 

data mining tasks that attempt to do predictions 

based on inference on available data. 

 

One of the popular descriptive data mining 

techniques is Association rule mining (ARM), owing 

to its extensive use in marketing and retail 

communities in addition to many other diverse fields. 

Mining association rules is particularly useful for 

discovering relationships among items from large 

databases. 

 

Association rule mining deals with market basket 

database analysis for finding frequent item sets and 

generate valid and important rules. Various 

association rules mining algorithms have been 

proposed in 1993 by Aggrawal et. al. [25,26] viz. 

Apriori, Apriori-TID and Apriori  Hybrid.  

Association rule mining (Aggarwal et.al. al [25]., 
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1993) is one of the important problems of data 

mining. The goal of the Association rule mining is to 

detect relationships or associations between specific 

values of categorical variables in large data sets. This 

is a common task in many data mining projects. 

Suppose I is a set of items, D is a set of transactions, 

an association rule is an implication of the form 

X=>Y, where X, Y are subsets of I, and X, Y do not 

intersect. Each rule has two measures, support and 

confidence.  

 

Let  = {i1, i2 … im} be a universe of items. Also, let 

T = {t1, t2 …tn} be a set of all transactions collected 

over a given period of time. To simplify a problem, 

we will assume that every item i can be purchased 

only once in any given transaction t. Thus t   (“t is 

a subset of omega”). In reality, each transaction t is 

assigned a number, for example a transaction id 

(TID). Let now A be a set of items (or an itemset). A 

transaction t is said to contain A if and only if A  t. 

Now, mathematically, an association rule will be an 

implication of the form A  B Where both A and B 

are subsets of  and A B =  (“the intersection of 

sets A and B is an empty set”). 

 

Support : The support of an item set is the fraction of 

the rows of the database that contain all of the items 

in the item set. Support indicates the frequencies of 

the occurring patterns. Sometimes it is called 

frequency. Support is simply a probability that a 

randomly chosen transaction t contains both item 

sets A and B. Mathematically, Support (A  B) t = P 

(A  t  B  t) We will use a simplified notation that 

Support (A B) = P (A  B) 

 

Confidence: Confidence denotes the strength of 

implication in the rule. Sometimes it is called 

accuracy. Confidence is simply a probability that an 

item set B is purchased in a randomly chosen 

transaction t given that the item set A is purchased. 

Mathematically, Confidence (A B) t = P (B t | A 

t). We will use a simplified notation that 

Confidence (A  B) = P (B | A) 

In general, a set of items (such as the antecedent or 

the consequent of a rule) is called an item set. The 

number of items in an item set is called the length of 

an item set. Item sets of some length k are referred to 

as k-item sets. Generally, an association rules mining 

algorithm contains the following steps: 

 The set of candidate k-item sets is generated by 

1-extensions of the large (k -1)- item sets 

generated in the previous iteration. 

 Supports for the candidate k-item sets are 

generated by a pass over the database. 

 Item sets that do not have the minimum 

support are discarded and the remaining 

itemsets are called large k-item sets. This 

process is repeated until no more large item 

sets are found[27]. 

 

IV. PROBLEM STATEMENT 

 

In this paper we wanted to study the students’ 

academic performance in different social group 

categories in rural and urban areas in Government 

and private sector colleges, different courses using 

association rule mining. This is to discover the 

hidden relationships that exist between different 

student categories in different college environments.  

Data has been collected from Kakatiya University 

(about 298 affiliated under graduate colleges to the 

University) over a period of seven year from 2000 to 

2006 and also Implementation is done using Java 

Programing and Oracle Software. 

 

There is a popular belief that the education in urban 

institutions is far better than in rural area. As the 

availability of educational facilities in rural areas has 

improved we believed that the quality of education 

has improved here as well.  In order to prove the 

point we wanted to identify the strong rules with the 

association of different attributes like the location of 

the college, type of the college, different social 

groups, different courses etc., using the Apriori 

algorithm.  Using this algorithm over the data, we 

wanted to study the performance of different 

Volume%203,%20Issue%203%20|%20March-April-2018%20
http://www.ijsrcseit.com/


Volume 3, Issue 3 | March-April-2018  |   http:// ijsrcseit.com  

 

Sk Althaf Hussain Basha  et al. Int J S Res CSE & IT. 2018 Mar-Apr;3(3) : 578-588 

 582 

category of students in different environments.  We 

also want to identify the trend of a specific category 

of students over a period of time. 

 

V. APPROACH 

 

Six years of data has been collected from 

examinations branch of Kakatiya University for this 

study purpose.  The collected data was purely 

associated with examinations and hence further 

several other data was also needed to be collected 

related to the student’s social status, the type and 

location of the college, etc. The overall activities are 

broadly categorized in to the following steps: 

1. Data collection and Data set preparation. 

2. Data preprocessing. 

3. Data processing. 

4. Implementation of Apriori Algorithm 

5. Results & Analysis. 

 

5.1 Data Collection and Data set Preparation:  

We have collected student data set from 294 

affiliated colleges of Kakatiya University from 2000 

to 2006. The data set contains the result and marks 

for B.Sc.(M), B.Sc.(B) Courses from these colleges. 

There are approximately 5,00,000 records in this data 

set. Further the personal data of the students 

containing their social status has been collected from 

the colleges.  The data related to the type of the 

college and the location (Rural/Urban) is added to 

this data.  After combining all these data sets the 

resultant database record contains forty eight 

attributes such as different social groups the different 

social groups’ categories, rural and urban areas and 

Government and Private sector colleges in different 

courses wise of each student. As the data collected is 

from the different sources there needs to be a proper 

cleaning of data such as filling in missing values; 

smoothing noisy data, identifying or removing 

outliers, and resolving inconsistencies. Then, the 

cleaned data are transformed into a form of table that 

is suitable for data mining model. 

5.2 Data Preprocessing: The data collected and 

brought together is very huge and contains a lot of 

unwanted details.  Hence it is further processed and 

the following attributes have been identified.  The 

Attribute list below: 

 
This file contains the data related to an individual 

details and hence cannot be used directly from 

processing further. Hence this file is processed 

further to segregate the information regarding social 

status wise gender wise course wise and the college 

wise data.  This data is represented in the following 

form: 

 
The data contained in this form is chosen for further 

processing. 

 

5.3 Data Processing: 

We use association rule mining to extracting strong 

association rules for the specified attributes.  As 

stated earlier we will use Apriori algorithm to extract 

these rules. 

 

Step 1: By using Attribute Oriented Induction 

concept we have removed unimportant attributes. 

For the purpose of our analysis use have considered 

2002 data. 
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                       Figure 1.  2002  year Data table 

Step 2: In the second step, algorithm scans the table 

in figure 1.Candidate item set C1 is formed from the 

combination of CAT3 and PASS DIV attributes. This 

process is called as joining. In order to get the 

support values sort the attributes and calculate the 

sum of each combination. Tabulate the values as 

shown below. 

 
Step 3: In this step, with the help of minimum 

support which is determined as 25, L1 item set is 

obtained which includes the most frequent single 

items.   

 
Step 4: In this step, a new candidate item set C2 is 

formed from the combination of GROUP, CAT3 and 

PASS DIV attributes. According to the summary 

code of C2 pruning procedure is necessary to be done 

after candidate set is formed. In pruning, the 

existence of subsets of C2 candidate item sets in L1 

set is controlled and if a subset of any item doesn’t 

take place in L1, the related item is excluded from 

evaluation and it is deleted from C2 candidate item 

set. But, here pruning step is not necessary; the 

reason is all the subsets of C2 take place in L1 set.  

 
Step 5: In this step, from the C2 candidate item set, 

L2 frequent item set is obtained according to the 

values that are equal to minimum support.  

 

 
Step 6: In 6th step of application, a new candidate 

item set C3 is formed from the combination of CAT2, 

GROUP, CAT3 and PASS DIV attributes. According 

to the summary code of apriori algorithm, pruning 

step is required after C3 candidate item set has been 

formed. If a subset of any item does not take place in 

L2 set, the related item is excluded from the 

evaluation and is deleted from C3 candidate item set. 

All items at the end of pruning process can be 

excluded from the evaluation.  
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Step 7: In this step, from the C3 candidate item set, 

L3 frequent item set is obtained according to the 

values that are equal to minimum support.  

 
Step 8: In this step, a new candidate item set C4 is 

formed from the combination of CAT1, CAT2, 

GROUP, CAT3 and PASS DIV attributes. According 

to the summary code of apriori algorithm, pruning 

step is required after C4 candidate item set has been 

formed. If a subset of any item does not take in L3 

set, the related item is excluded from the evaluation 

and is deleted from C4 candidate item set. All items 

at the end of pruning process can be excluded from 

the evaluation.  

 
Step 9:  In this step, from the C4 candidate item set, 

L4 frequent item set is obtained according to the 

count that are equal to minimum support or higher. 

 
Step 10:  In 10th step of application, in this situation 

the algorithm is finished and the items of L4 item set 

which are equal to determined minimum support or 

having higher are used in forming association rules. 

These steps can be repeated according to the 

situation of data set or can be ended before they have 

reached at this step. 

 
 

5.4 Implementation of Apriori Algorithm 

Our implementation is done by using JAVA and 

ORACLE software’s. In this Paper first we are 

collecting the data, then data set preparation, Data 

pre-processing will be done. 
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In this following of processing we are processing the 

data. After data processing, browse the file which 

containing data, then upload the file and pre-

processing. 

 
Here after uploading the file we will get a status on 

the output screen. Click to apply apriori algorithm, 

after applying apriori algorithm we get a final result 

get result. 

 

 
 

 

5.5 Result & Analysis: 

The available data has been processed as specified 

above for all the years (for year 2000-2006) and the 

support and confidence for each of the strong rules 

identified has been calculated.  The results are 

tabulated as below.   

 
To obtain meaningful knowledge from this data, we 

have drawn charts for support and confidence for 

similar rules of all the years, as below.  The charts 

show our belief that over the years the educational 

environment in the rural areas has improved and 

there by the results of the students show a 

tremendous improvement.  Further the urban areas 

have started coming down in their educational 

quality. 
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Figure 5 

 

 
Figure 6 

 

VI. CONCLUSIONS 

 

The developments in urban areas in different sectors 

have resulted in educational environment changes 

and our study to find the relevance to the student 

performance associated with the educational 

environment in which they study was quite 

successful as the result show. We have Implemented   

Java Programing and Oracle Software. We have 

identified the association between different 

attributes of educational environment i.e., the 

location of the college, type of the college, different 

social groups, different courses etc., and thereby 

extract strong association rules. The results have 

proved that the performance of the students in the 

rural areas have been slowly but steadily increasing. 

We have done the implementation by Java 

Programing and Oracle Software. In the meantime 

the performance of the students in urban areas has 

been decreasing.  
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