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ABSTRACT 
 

Every year the amounts of deaths and injuries are increasing in traffic accidents due to human errors. 

Drowsiness and driving is a very hazardous and it is very difficult to identify. After alcohol drowsiness is the 

second leading cause of the road accidents. People are conscious about the risk of drinking and driving but 

don't realize the dangerous of drowsiness because no instruments exist to measure the driver drowsiness. This 

paper presents a new approach towards automobile safety and security. In recent time's automobile fatigue 

related crashes have really magnified. In order to minimize these issues, we have incorporated an improved 

sleep detection and driver alert system by monitoring the driver's eyes. This describes how to find and track the 

eyes. We also describe a method that can determine if the eyes are open or closed. The main criterion of this 

system is that it must be highly non-intrusive and it should start when the ignition is turned on without having 

at the driver initiate the system. Nor should the driver be responsible for providing any feedback to the system. 

The system must also operate regardless of the texture and the color of the face. It must also be able to handle 

diverse condition such as changes in light, shadows, reflections etc. In given paper a drowsy driver warning 

system using image processing. 
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I. INTRODUCTION 

 
Improvement of public safety and the reduction of 

accidents are of the important goals of the Intelligent 

Transportation Systems (ITS).Driver fatigue is a 

significant factor in a large number of vehicle 

accidents. The development of technologies for 

detecting or preventing drowsiness at the wheel is a 

major challenge in the field of accident avoidance 

systems. Because of the hazard that Drowsiness 

presents on the road, methods need to be developed 

for counteracting its affects .The aim of this project is 

to develop a prototype drowsiness detection system. 

The focus will be placed on designing a system that 

will accurately monitor the open or closed state of 

the driver’s eyes in real-time. In today’s world where 

science has made amazing advances so have the 

recent cars. These cars are more advanced than ever. 

But now a days ,due to driver drowsiness accidents 

are increasing day by day. Driver Drowsiness and 

then they do rash driving as of that they do not have 

control on themselves. Here we designed a system 

which will detect driver drowsiness. Once 

drowsiness is detected then buzzer will on and turns 

the vehicle ignition off. Then vehicle will stop 

immediately. Vehicle accidents are most common if 

the driving is inadequate. These happen on most 

factors if the driver is drowsy. Driver drowsiness is 

recognized as an important factor in the vehicle 

accidents. The National Sleep Foundation (NSF) 

reported that 51% of adult drivers had driven a 

vehicle while feeling drowsy and 17% had actually 

fallen asleep. Therefore real-time drowsiness 

monitoring is important to avoid traffic accidents. 
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This paper involves controlling accident due to 

unconscious through Eye blink. Here one eye blink 

sensor is fixed in vehicle where if driver looses 

conscious and indicate through buzzer. 

 

II.  DEFINING DROWSINESS 

 

The term “drowsy” is synonymous with sleepy, 

which simply means an inclination to fall asleep. The 

stages of sleep can be categorized as awake, non-

rapid eye movement sleep (NREM), and rapid eye 

movement sleep (REM). The second stage,    NREM, 

can be subdivided into the following three stages . 

Stage I: transition from awake to asleep (drowsy) 

Stage II: light sleep Stage III: deep sleep. In order to 

analyze driver drowsiness, researchers have mostly 

studied Stage I, which is the drowsiness phase. The 

crashes that occur due to driver drowsiness have a 

number of characteristics: Occur late at night (0:00 

am–7:00 am) or during mid-afternoon (2:00 pm–4:00 

pm), Involve a single vehicle running off the road, 

Occur on high-speed roadways, Driver is often alone, 

Driver is often a young male, 16 to 25 years old, No 

skid marks or indication of braking. Statistics derived 

using these criteria cannot account fully for accidents 

caused by drowsiness because of the complexity 

involved; therefore, accidents that can be attributed 

to driver drowsiness may be more devastating than 

the statistics reveal. Hence, in order to avoid these 

types of accidents, it is necessary to derive effective 

measures to detect driver drowsiness and alert the 

driver. 

III. ALGORITHM 

Drowsiness of a person can be measured by the 

extended period of time for which his/her eyes are in 

closed state. In our system, primary attention is given 

to the faster detection and processing of data. The 

number of frames for which eyes are closed is 

monitored. If the number of frames exceeds a certain 

value, then a warning message is generated on the 

display showing that the driver is feeling drowsy. 

 

3.1 Image sequence input 

In image processing, it is defined as the action of 

retrieving an image from some source, usually a 

hardware-based source for processing. It is the first 

step in the workflow sequence because, without an 

image, no processing is possible.  

In our algorithm, first the image is acquired by the 

webcam for processing. Then we use the Haarcascade 

file face to search and detect the faces in each 

individual frame. If no face is detected then another 

frame is acquired. If a face is detected, then a region 

of interest in marked within the face. This region of 

interest contains the eyes. Defining a region of 

interest significantly reduces the computational 

requirements of the system. After that the eyes are 

detected from the region of interest by using 

Haarcascade. 

BLOCK DIAGRAM      

 

vobj=videoinput( 'winvideo',2,'YUY2_640x480','Retu

rnedColorSpace','rgb');  

figure('Name','My Custom Preview Window');  

uicontrol('string','close','callback','close(gcf)'); 

% create an image object for previewing 

vidRes=get(vobj,'VideoResolution');  

nBands=get(vobj,'NumberOfBands');  
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hImage=image(zeros(vidRes(2),vidRes(1),nBands));  

preview(vobj,hImage); 

             

 

Figure 1. preview of image input 

 

3.2 Face detection 

In this stage we detect the region containing the face 

of the driver.  A specified algorithm for detection of 

face in every frame. By face detection we means that 

locating the face in a frame or in other words finding 

location of facial characters through a type of 

technology with the use of computer. The frame may 

be any random frame. Only facial related structures 

or features are detected and all others types of objects 

like buildings, tree, bodies are ignored. We know 

that face is also a type of object. So we can consider 

detection of face as a particular case of object 

detection. In this type of class detection, we try to 

know where the objects in the interest image are 

located and what is their size which may belongs to a 

particular class. The work of algorithm that is made 

for face detection is mostly concentrated on finding 

the front side of the face. But the algorithms that are 

developed recently focus on more general cases. For 

our case it may be face in the tilted position or any 

other portion of the faces and also it finds the 

possibility of multiple faces. Which means the 

rotation axis with respect to the present observer 

from the reference of face in a particular? Or even if 

there is vertical rotation plane then also it is able to 

solve the purpose. In new type of algorithm it is 

consider that the picture or video is a variable which 

means that different condition in them like hue 

contrast may change its variance. The amount of 

light may also affect. Also the position of the input 

may vary the output. Many calculations actualize the 

face-detection assignment as a two way pattern-

differentiation task. 

3.3 Eye Detection 

In our method eye is the decision parameter for 

finding the state of driver. Though detection of eye 

may be easier to locate, but it’s really quite 

complicated. At this point it performs the detection 

of eye in the required particular region with the use 

of detection of several features. Generally Eigen 

approach is used for this process. It is a time taking 

process. When eye detection is done then the result 

is matched with the reference or threshold value for 

deciding the state of the driver. 

 

Poor contrast of eyes generally creates lots of 

problem in its detection. After successful detection of 

face eye needs to be detected for further processing. 

In our method eye is the decision parameter for 

finding the state of the driver. Though detection of 

eye does not look complex but the actual process is 

quite hectic. In this case it performs the detection of 

eye in the specified region with the use of feature 

detection. Generally Eigen approach is used for this 

process. It is a time taking process. When eye 

detection is done when the result is matched with 

the reference or threshold value for deciding the 

state of the driver. 

 

SecondSegment=imcrop(I2,[C1 R1 C2-C1 R2-R1]);  

figure(3),subplot(1,2,1),imshow(SecondSegment);  

bbox_eye1=step(EyeDetector1,SecondSegment);  

I_Eye=step(shape,SecondSegment,int32(bbox_eye1));  

if isempty(bbox_eye1)~=1  

FlagEyes=1;  

EyeRegion=imcrop(SecondSegment,[bbox_eye1(1,1),

bbox_eye1(1,2),bbox_eye1(1,3),bbox_eye1(1,4)]);  

subplot(3,2,1),imshow(I_Eye),title('EYE INPUT');  
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subplot(1,2,2),imshow(EyeRegion),title('EYE 

REGION');  

else  

FlagEyes=0;  

end;  

 

Figure 2. Detecting Eyes 

Result 

To obtain the result large number of videos were 

taken and their accuracy in determining eye blinks 

and drowsiness was tested. 

 

For this project we used a 0.3 mega pixel webcam 

connected to the computer. The webcam required 

white LEDs attached to it for providing better 

illumination. In real time scenario, infrared LEDs 

should be used instead of white LEDs so that the 

system is non-intrusive. Buzzer is used to produce 

alert sound output in order to wake up the driver 

when drowsiness exceeds a certain threshold. 

 

Figure 3. person with activeness 

 

 

 

Figure 4.  Person with eyes closed 
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Figure 5. Person with drowsiness 

 

 

The system was tested for different people in 

different ambient lighting conditions (daytime and 

night-time). When the webcam backlight was turned 

ON and the face is kept at an optimum distance, then 

the system is able to detect blinks as well as 

drowsiness with more than 90% accuracy. This is a 

good result and can be implemented in real time 

systems as well. 

 

Sample outputs for various conditions in various 

images are given below. Videos were taken; in which 

both face and eyes were detected. Though the two 

processors have relatively equal accuracy. 

 

Limitations 

a) Dependence on ambient light. 

With poor lighting conditions even though face is 

easily detected, sometimes the system is unable to 

detect the eyes. So it gives an erroneous result which 

http://www.ijsrcseit.com/


Volume 3, Issue 4 | March-April-2018 |   http:// ijsrcseit.com  

 
 980 

must be taken care of. In real time scenario infrared 

backlights should be used to avoid poor lighting 

conditions. 

 

b) Optimum range required 

When the distance between face and webcam is not 

at optimum range then certain problems are arising, 

When face is away from the webcam (more than 

70cm) then the backlight is insufficient to illuminate 

the face properly. So eyes are not detected with high 

accuracy which shows error in detection of 

drowsiness. 

 

This issue is not seriously taken into account as in 

real time scenario the distance between drivers face 

and webcam doesn’t exceed 50cm.so the problem 

never arises. 

 

Considering the above difficulties, the optimum 

distance range for drowsiness detection is set to 40-

70cm. 

 

c) Hardware requirements 

Our system was run in a PC with a configuration of 

2.2GHz and 2GB RAM Pentium dual core 

processor.Though the system runs fine on higher 

configurations, when a system has an inferior 

configuration, the system may not be smooth and 

drowsiness detection will be slow. 

 

d) Delay in sounding alarm 

When drowsiness level exceeds a certain threshold, 

an alarm is produced by a system speaker. There is a 

significant delay between when drowsiness is 

detected and when system generates the alarm. But 

in real time, drowsiness is a continuous phenomenon 

rather than a one off occurrence. So the delay is not 

that problematic. 

 

e) Poor detection with spectacles 

When the driver wears glasses the system fails to 

detect eyes which are the most significant drawback 

of our system. This issue has not yet been resolved 

and is a challenge for almost all eye detection 

systems designed so far. 

 

f) Problems with a multiple faces 

If more than on face is detected by the webcam, then 

our system gives an erroneous result. This problem is 

not important as we want to detect the drowsiness of 

a single driver. 

 

Future works 

In real time driver fatigue detection system it is 

required to slow down a vehicle automatically when 

fatigue level crosses a certain limit. Instead of 

threshold drowsiness level it is suggested to design a 

continuous scale driver fatigue detection system. It 

monitors the level of drowsiness continuously and 

when this level exceeds a certain value a signal is 

generated which controls the hydraulic braking 

system of the vehicle 

 

Hardware components required 

1. Dedicated hardware for image acquisition 

processing and display. 

 2. Interface support with the hydraulic breaking 

system which includes relay, timer, stepper motor 

and a linear actuator. 

 

Function 

When drowsiness level exceeds a certain limit then a 

signal is generated which is communicated to the 

relay through the parallel port (parallel data transfer 

required for faster results). The relay drivers the on 

delay timer and this timer in turn the stepper motor 

for a definite time period. Te stepper motor is 

connected to a linear actuator. The linear actuator 

converts rotational movement of stepper motor to 

linear motion. This linear motion is used to driver a 

shaft which is directly connected to the hydraulic 

breaking system of the vehicle. When the shaft 

moves it applies the break and the vehicle speed 

decreases. Currently there is not adjustment in zoom 

or direction of the camera during operation future 

work may be automatically zoom in on the eyes once 
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they are localized. This would avoid the trade-off 

between having a wide field of view in order to 

locate the eyes ,  and  narrow view in order to detect 

fatigue. 

 

Figure 6.  Detection of drowsiness in various angles. 

This system only looks at the number of consecutive 

frames where the eyes are closed. At that point it 

may be too late to issue the warning. By studying eye 

movement patterns, it is possible to find a method to 

generate thee warning sooner. Using 3D images is 

another possibility in finding the eyes. The eyes are 

the deepest part of a 3D image, and this may be a 

more robust way of localizing the eyes adaptive 

binarization is an addition that can help make the 

system more robust. This may also eliminate the 

need for thee noise removal function, cutting down 

the computations needed to find the eyes. This will 

also allow adaptability to changes in ambient light. 

The system does not work for dark skinned 

individuals. This can be corrected by having an 

adaptive light source. The adaptive light source 

would measure the amount of light being reflected 

back. If little light is being reflected, the intensity of 

the light is increased. Darker skinned individual need 

much more light, so that when the binary image is 

constructed, the face is white, and the back ground is 

black. 

 

IV. CONCLUSIONS 

 

In this paper, we have reviewed the various methods 

available to determine the drowsiness state of a 

driver. Although there is no universally accepted 

definition for drowsiness, the various definitions and 

the reasons behind them were discussed. This paper 

also discusses the various ways in which drowsiness 

can be manipulated in a simulated environment. The 

various measures used to detect drowsiness include 

subjective, vehicle-based, physiological and 

behavioural measures; these were also discussed in 

detail and the advantages and disadvantages of each 

measure were described. Although the accuracy rate 

of using physiological measures to detect drowsiness 

is high, these are highly intrusive. However, this 

intrusive nature can be resolved by using contactless 

electrode placement. Hence, it would be worth 

fusing physiological measures, such as ECG, with 

behavioural and vehicle-based measures in the 

development of an efficient drowsiness detection 

system. In addition, it is important to consider the 

driving environment to obtain optimal results. 
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