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ABSTRACT 
 

In any competitive business, success is based on the ability to make an item more appealing to customers than 

the competition. A number of questions arise in the context of this task: how do we formalize and quantify the 

Competitiveness between two items? Who are the main competitors of a given item? What are the features of 

an Item that most affect its competitiveness? Despite the impact and relevance of this problem too many 

domains, only a limited amount of work has been devoted toward an effective solution. In this paper, we 

present a formal Definition of the competitiveness between two items based on the market segments that they 

can both cover. Our Evaluation of competitiveness utilizes customer reviews, an abundant source of 

information that is available in a Wide range of domains. We present efficient methods for evaluating 

competitiveness in large review datasets and address the natural problem of finding the top-k competitors of a 

given item. Finally, we evaluate the Quality of our results and the scalability of our approach using multiple 

datasets from different domains. 

 

I. INTRODUCTION 

 
A Long line of research has demonstrated the 

strategic importance of identifying and monitoring a 

firm’s Competitors. Motivated by this problem, the 

marketing and management community have 

focused on empirical Methods for competitor 

identification as well as on methods for analyzing 

known competitor’s .Extant research on the former 

has focused on mining comparative expressions 

(e.g.”Item A is better than Item B”) from the Web or 

other textual sources. Even though such expressions 

can indeed be indicators of competitiveness, they Are 

absent in many domains. For instance, consider the 

domain of vacation packages (e.g. flight-hotel-car 

Combinations). In this case, items have no assigned 

name by which they can be queried or compared 

with each Other. Further, the frequency of textual 

comparative evidence can vary greatly across 

domains. For example, 

When comparing brand names at the firm level (e.g. 

“Google vs. Yahoo” or “Sony vs. Panasonic”), it is 

indeed likely those comparative patterns can be 

found by simply querying the web. However, it is 

easy to identify Mainstream domains where such 

evidence is extremely scarce, such as shoes, jewelry, 

hotels, restaurants, and Furniture. Motivated by 

these shortcomings, we propose a new formalization 

of the competitiveness between two items based on 

the market segments that they can both cover. 

 

Along line of research has demonstrated the strategic 

importance of identifying and monitoring a firm’s 

competitors [1]. Motivated by this problem, the 

marketing and management community have 

focused on empirical methods for competitor 

identification [2], [3], [4], [5], [6], as well as on 

methods for analyzing known competitors [7]. Extant 

research on the former has focused on mining 

comparative expressions (e.g. ”Item A is better than 

http://ijsrcseit.com/


Volume 4, Issue 2 | March-April-2018  |   http:// ijsrcseit.com  

 

 

 2 

Item B”) from the Web or other textual sources [8], 

[9], [10], [11], [12],[13]. Even though such expressions 

can indeed be indicators of competitiveness, they are 

absent in many domains. For instance, consider the 

domain of vacation packages (e.g. flight-hotel-car 

combinations). In this case, items have no assigned 

name by which they can be queried or compared 

with each other. Further, the frequency of textual 

comparative evidence can vary greatly across 

domains. For example, when comparing brand names 

at the firm level (e.g. “Google vs. Yahoo” or “Sony vs. 

Panasonic”), it is indeed likely that comparative 

patterns can be found by simply querying the web. 

However, it is easy to identify mainstream domains 

where such evidence is extremely scarce, such as 

shoes, jewelry, hotels, restaurants, and furniture. 

Motivated by these shortcomings, we propose a new  

Formalization of the competitiveness between two 

items based on the market segments that they can 

both cover. Formally: 

 

Definition 1. [Competitiveness]: Let U be the 

population of all possible customers in a given 

market. We consider that an item i covers a customer 

u 2 U if it can cover all of the customer’s 

requirements. Then, the competitiveness between 

two items i, j is proportional to the number of 

customers that they can both cover. Our 

competitiveness paradigm is based on the following 

observation: the competitiveness between two items 

is based on whether they compete for the attention 

and business of the same groups of customers (i.e. the 

same market segments). 

 

 

 

 

 

 

 

 

 

 

II. RELATED WORK  

 
Figure 1. A (simplified) example of our 

competitiveness paradigm 

 

The figure illustrates the competitiveness between 

three items I, j and k. Each item is mapped to the set 

of Features that it can offer to a customer. Three 

features are considered in this example: A, B and C. 

Even though this simple example considers only 

binary features (i.e. available/not available), our 

actual formalization Accounts for a much richer 

space including binary, categorical and numerical 

features. The left side of the figure shows three 

groups of customer’s g1, g2, and g3. Each group 

represents a different market segment. Users are 

Grouped based on their preferences with respect to 

the features. For example, the customers in g2 are 

only interested in features A and B. We observe that 

items i and k are not competitive, since they simply 

do not appeal to the same groups of customers. On 

the other hand, j competes with both i (for groups g1 

and g2) and k (for g3). Finally, an interesting 

observation is that j competes for 4 users with i and 

for 9 users with k. In other Words, k is a stronger 

competitor for j, since it claims a much larger portion 

of its market share than i. This example illustrates 

the ideal scenario, in which we have access to the 

complete set of customers in a given market, as well 

as to specific market segments and their 

requirements. In practice, however, such information 

is not available. In order to overcome this, we 

describe a method for computing all the segments in 

a given market Based on mining large review datasets. 
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This method allows us to operationalize our 

definition of competitiveness and address the 

problem of finding the top-k competitors of an item 

in any given market. As we show in our work, this 

problem presents significant computational 

challenges, especially in the presence of large 

datasets with hundreds or thousands of items, such as 

those that are often found in mainstream domains. 

We address these challenges via a highly scalable 

framework for top-k computation, including an 

efficient evaluation algorithm and an appropriate 

index. 

 

Our work makes the following contributions: 

 A formal definition of the competitiveness 

between two items, based on their appeal to 

the various customer segments in their market. 

Our approach overcomes the reliance of 

previous work on scarce Comparative evidence 

mined from text. 

 A formal methodology for the identification of 

the different types of customers in a given 

market, as well as for the estimation of the 

percentage of customers that belong to each 

type. 

 A highly scalable framework for finding the 

top-k competitors of a given item in very large 

datasets. 

Administrator Module: 

In this module, anadmin can upload details about 

items i.e. Camera, Hotels, Restaurants, and Recipes. 

After that, admin can checks all uploaded items 

details, customer queries and interests. Finallytop-

k competitors are Identified from given item based 

on CMiner. 

Customer Module: 

In the Second module, we develop the Customer 

based features. In this module, the customer can give 

queries for anyone item, i.e. Camera, Hotels, 

Restaurants and recipes.At first creating the data set 

for cameras, Hotels, Restaurant, recipes. Collect the 

Customer requirement from customer page. 

CMiner Algorithm Module: 

Next, we present CMiner, an exactalgorithm for 

finding the top-k competitors of a given item.Our 

algorithm makes use of the skyline pyramid in 

orderto reduce the number of items that need to be 

considered.Given that we only care about the top-k 

competitors, wecan incrementally compute the score 

of each candidate andstop when it is guaranteed that 

the top-k has emerged. 

Skyline Operator Module: 

In this module, skyline operator is performed. The 

skyline is a wellstudied concept that represents the 

subset of points in a population that are not  

ominated by any other point. We refer to the skyline 

of a set of items i as Sky(I). 

The concept of the skyline leads to the following 

lemma:Lemma1. Given the skyline Sky(I) of a set of 

items I and an item i E I, let Y contain the k items 

from Sky(I)that are most competitive with i. Then, 

an item j E I can only be in the top-k competitors of i, 

if j E Y or if j is dominated by one of the items in Y. 

 

III. EXISTING SYSTEM 

 

The management literature is rich with works that 

focus on how managers can manually identify 

competitors. Some of these works model competitor 

identification as a mental categorization process in 

which manager’s developmental representations of 

competitors and use them to classify candidate firms. 

Other manual categorization methods are based on 

market- and resource-based similarities between a 

firm and candidate competitors. Zhen et al. identify 

key competitive measures (e.g. market share, share of 

wallet) and showed how a firm can infer the values 

of these measures for its competitors by mining (I) its 

own detailed customer transaction data and (ii) 

aggregate data for each competitor.❖  In this the 

frequency of textual comparative evidence can vary 

greatly across domains. For example, when 

comparing brand names at the firm level (e.g. 

“Google vs. Yahoo” or “Sony vs. Panasonic”), it is 

indeed likely that comparative patterns can be found 

by simply querying the web. However, it is easy to 
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identify mainstream domains where such evidence is 

extremely scarce, such as shoes, jewelry, hotels, 

restaurants, and furniture.❖ Existing approach is not 

appropriate for evaluating the competitiveness 

between any two items or firms in a given market. 

Instead, the authors assume that the set of 

competitors is given and, thus, their goal is to 

compute the value of the chosen measures for each 

competitor. In addition, the dependency on 

transactional data is a limitation we do not have. The 

applicability of such approaches is greatly limited 

 

IV. PROPOSED SYSTEM 

 

Propose a new formalization of the competitiveness 

between two items, based on the market segments 

that they can both cover. We describe a method for 

computing all the segments in a given market based 

on mining large review datasets. This method allows 

us to operationalize our definition of competitiveness 

and address the problem Of finding the top-k 

competitors of an item in any gave market. As we 

show in our work, this problem presents significant 

computational challenges, especially in the presence 

of large datasets with hundreds or thousands of items, 

such as those that are often found in mainstream 

domains. We address these challenges via a highly 

callable framework for top-k computation, including 

an efficient evaluation algorithm and an appropriate 

index. To the best of our knowledge, our work is the 

first to address the evaluation of competitiveness via 

the analysis of large unstructured datasets, without 

the need for direct comparative evidence. A formal 

definition of the competitiveness between two items, 

based on their appeal to the various customer 

Segments in their market. Our approach overcomes 

the reliance of previous work on scarce comparative 

Evidence mined from text. 

 

A formal methodology for the identification of the 

different types of customers in a given market, as 

well as For the estimation of the percentage of 

customers that belong to each type A highly scalable 

framework for finding the top-k competitors of a 

given item in very large datasets. 

 

This paper builds on and significantly extends our 

preliminary work on the evaluation of 

competitiveness. To The best of our knowledge, our 

work is the first to address the evaluation of 

competitiveness via the analysis of large unstructured 

datasets, without the need for direct comparative 

evidence. Nonetheless, our work has ties to previous 

work from various domains. 

 

Managerial Competitor Identification: 

The management literature is rich with works that 

focus on how managers can manually identify 

competitors. Some of these works model competitor 

identification as a mental categorization process in 

which managers develop mental representations of 

competitors and use them to classify candidate firms. 

Other manual categorization methods are based on 

market- and resource-based Similarities between a 

firm and candidate competitor. Finally, managerial 

competitor identification has also been presented as a 

sensemaking process in which competitors are 

identified based on their potential to threaten an 

organizations identity. 

 

Competitor Mining Algorithms:  

Zheng et al. Identify key competitive measures (e.g. 

market share, share of wallet) and showed how a 

firm can infer the values of these measures for its 

competitors by mining. 

(i) Its own detailed customer transaction data and 

(ii) Aggregate data for each competitor. 

Contrary to our own methodology, this approach is 

not appropriate for evaluating the competitiveness 

between Any two items or firms in a given market. 

 

Instead, the authors assume that the set of 

competitors is given and, thus, their goal is to 

compute the value of the chosen measures for each 

competitor. In addition, the dependency on 

transactional data is a limitation we do not have. 
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Doan et al. explore user visitation data, such as the 

geo-coded data from location-based social networks, 

as a potential resource for competitor mining. While 

they report promising results, the dependence on 

visitation data limits the set of domains that can 

benefit from this approach. Pant and Sheng 

hypothesize and verify that competing firms are 

likely to have similar web footprints, a phenomenon 

that they refer to as online isomorphism. Their study 

considers different types of isomorphism between 

two firms, such as the overlap between the in-links 

and out links of their respective websites, as well as 

the number of times that they appear togther online 

(e.g. in search results or new articles). Similar to our 

own methodology, their approach is geared toward 

pairwise competitiveness. However, the need for 

isomorphism features limits its applicability to firms 

and makes it unsuitable for items and domains where 

such features are either not available or extremely 

sparse, as is typically the case with co-occurrence 

data. In fact, the sparsity of co-occurrence data is a 

serious limitation a significant body of work that 

focuses on mining competitors based on comparative 

expressions found in web results and other textual 

corpora. The intuition is that the frequency of 

expressions like “Item A is better than Item B” “or 

item A vs. Item B” is indicative of their 

competitiveness. However, as we have 

alreadydiscussed in the introduction, such evidence 

is typically scarce or even non-existent in many 

mainstream domains. As a result, the applicability of 

such approaches is greatly limited. We provide 

empirical evidence on the sparsity of co-occurrence 

information in our experimental evaluation. 

Finding Competitive Products: Recent work has 

explored competitiveness in the context of product 

design. The first step in these approaches is the 

definition of a dominance function that represents 

the value of a product. The goal is then to use this 

function to create items that are not dominated by 

other, or maximize items with the maximum possible 

dominance value. A similar line of work represents 

items as points in a multidimensional space and looks 

for subspaces where the appeal of the item is 

maximized. While relevant, the above projects have 

a completely different focus from our own, and 

hence the proposed approaches are not applicable in 

our setting.  

Skyline computation: Our work leverages concepts 

and techniques from the extensive literature on 

skyline computation. These include the dominance 

concept among items, as well as the construction of 

the skyline pyramid used by our CMiner algorithm. 

Our work also has ties to the recent publications in 

reverse skyline queries. Even though the focus of our 

work is different, we intend to utilize the advances in 

this field to improve our framework in future work. 

 

V. CONCLUSION 

  

In this, presented a formal definition of 

competitiveness between two items, which we 

validated both quantitatively and qualitatively. Our 

formalization is applicable across domains, 

overcoming the shortcomings of previous approaches. 

We consider a number of factors that have been 

largely overlooked in the past, such as the position of 

the items in the multi-dimensional feature space and 

the preferences and opinions of the users. Our work 

introduces an end-to-end methodology for mining 

such information from large datasets of customer 

reviews. Based on our competitiveness definition, we 

addressed the computationally challenging problem 

of finding the top-k competitors of a given item. The 

proposed framework is efficient and applicable to 

domains with very large populations of items. 
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