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ABSTRACT 

 

Texts have become an integral part of urban as well as rustic landscapes. Starting from directions, street names, 

milestones, public notices and traffic signboards to hoardings and advertisements—we can find text 

everywhere. Text detection in natural scenery, more popularly known as “Scene Text Detection”, has been an 

extensive field of study in the domain of Image Processing. Yet, owing to the varying alignment, quality, 

clarity, distance and other parameters of non-uniformity that are present in such types of text, researchers have 

not been able to completely saturate this aspect of Image Analysis. As more work is being done, we get a better 

understanding in this regard. But, it is still far from complete resolved. In this paper, the author has proposed a 

technique for scene text detection using time-frequency analysis. 

Keywords: Short-Time Fourier Transform, Gabor transform, Finite Impulse Response(FIR) filter, Gaussian 

filter, MSRA-TD500 database. 

 

I. INTRODUCTION 

 

Scene text recognition, like any other computer 

vision problem, aims at representing amplitude 

information from digital images in a more 

comprehensive, informative manner. Such 

representations enhance subsequent stages to 

processing. Oftentimes, the images are of such bad 

quality or are so vastly non-uniform that it is a 

challenge to spatially modify all the images using a 

particular algorithm.  

Also, spatial analysis depends directly on the 

intensity information that the image possesses. There 

are innumerable techniques of spatial analysis, each 

suitable in serving a particular aspect of image 

processing and resolution enhancement. Though we 

can good results in certain cases with the application 

of  contrasting, thresholding, histogram equalisation 

and various other spatial analysis techniques, that is 

not always the case. For example, in an image that 

has been blurred beyond repair or lost complete 

clarity due to external noise, there is no way we can 

retrieve it back by intensity analysis. But that does 

not mean that the image is devoid of information. It 

is full of useful information, just that they are not 

detectable by the human eye. 

For this purpose, we make use of frequency analysis. 

One of the innumerable applications of frequency 

analysis comes in the form of edge detection. It is a 

known fact that high frequency components include 

the edges in the image. Therefore, we can just deploy 

a high-pass filter to extract image edges. Or a low-

pass filter to get the plain areas. Depending on our 

requirements, we can make use of the different types 

of filters and control their responses as well as 

bandwidths(frequencies). 

But that is not to say that we can completely ignore 

the intensity information that was present in the 

original image. We need a method of analysing 

images taking into account both its time and 

frequency components for best results during pre-

processing and minimal information loss. The way 
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we achieve this is by making use of what is known as 

time-frequency analysis of images. The most 

primitive type of time-frequency analysis is the 

Short-Time Fourier Transform(STFT), but Wavelet 

transforms are more effective, sophisticated and in 

higher demand. 

The main benefit of using Wavelet transforms is that 

they provide greater temporal resolution.  

In case of STFT, the image is continually multiplied 

by a window function of uniform dimensions which 

is non-zero for only a short instance of time. The 

Fourier transform of the resultant signal is calculated, 

while the window slides along the time axis. Because 

the window dimensions remain unchanged for every 

single computation, STFT gives uniform frequency 

resolution. 

 But that is not how wavelet transformation works. It 

makes use of a dynamic basis function rather than a 

constant one like in STFT. Wavelet transformation 

works based on the principle of uncertainty which 

states that it is not possible to measure both the 

frequency and time information of a signal at the 

same given instant of time. Therefore, basis functions 

are chosen in such a manner that they can take a 

decision based on the trade-off between time and 

frequency information at any particular point in time.  

That is why, wavelet transforms allow changes only 

in time extension but not shape, of the basis function. 

Changes in time extension would therefore 

automatically result in a change in the frequency of 

analysis of the basis function. This conforms with the 

uncertainty principle which is given by the following 

equation: 

     
 

 
  

                                          

                  

          
 

 
 

                                          

               

         

                                    

II. GABOR FILTER 

 

Gabor filters are band-pass, orientation-sensitive 

filters that work exceptionally well on 

unidimensional signals. A Gabor filter which has 

been designed to orient in a certain direction 

provides a strong response for locations of the image 

which have structures aligned in that particular 

direction. Based on the lines, edges and gratings on 

the image, the orientation of the Gabor filter is often 

set up to extract optimal response. 

Gabor filters are used in edge detection, feature 

extraction, texture segmentation, target detection, 

and stereo disparity estimation. It has acted as a 

medium for achieving unsupervised classification in 

many researches. From text detection, handwriting 

recognition, medical image analysis to image 

processing applications for the army, medicine and 

other domains—Gabor has proved to be one of the 

strongest time-frequency analysis techniques. 

By definition, a Gabor filter is obtained on  

multiplication of a Gaussian kernel function and a 

complex sinusoid. In other words, it is nothing but a 

complex sinusoidal carrier modulated by a Gaussian 

envelope. This results in a Gabor wavelet given by 

the equation, 

 (   )   (   )  (   )  

       (   )                                   

      (   )                                        

The carrier is of the form: 

 (   )    (  (       )  )  

                                                      

                                             

                        

 

The real part of the carrier signal is given by, 

  ( (   ))     (  (       )   ) 

The imaginary part of the carrier signal is given by, 

  ( (   ))     (  (       )   ) 

 

The Gaussian envelope is defined by the following 

equation, 
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On multiplication of the complex sinusoidal carrier 

signal with the Gaussian modulator, the resultant 

signal is a Gabor wavelet defined by the following 

equation, 
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III.  Finite Impulse Response(FIR) filter 

 

The output of an FIR filter is calculated as the 

weighted sum of a finite number of terms, of past, 

present, and sometimes future values of the input. 

Therefore, it has impulse response of finite period. It 

is different from Infinite Impulse Response(IIR) 

filters in that IIRs often have internal feedbacks from 

past or future outputs, and they respond infinitely. 

FIRs, on the other hand, have their response damping 

down and finally becoming zero at a finite interval. 

Unlike IIRs, their responses do not carry on 

indefinitely. Hence, FIRs are more effective low-pass, 

band-pass and high-pass filters as compared to IIRs. 

Mathematically, it is defines by the following 

equation: 

 [ ]  ∑    [   ]

  

     

 

                                  

An example of a simple FIR filter is a 3-term moving 

median filter: 

 [ ]  
 

 
( [   ]   [ ]   [   ]) 

FIR filters are feed-forward filters, meaning there is 

no feedback of future or past outputs in current 

output computation. Only calculations(generally 

simple addition or subtraction) on inputs(which are 

often weighted) are taken into consideration while 

computing the present output of the filter. 

 

IV. GAUSSIAN FILTER 

 

A Gaussian filter is a filter which has its impulse 

response as a Gaussian curve. It is a low-pass filter 

used in image processing for the purpose of 

smoothening, noise reduction and computing of 

derivatives of the image.  

The Gaussian filter is a convolution-based filter, 

where the Gaussian matrix serves as the kernel. It is a 

linear filter, which means it replaces every pixel by a 

linear combination of its neighbouring values(i.e., 

with weights specified by the Gaussian kernel matrix). 

It is also a localised filter, which means that it 

produces values of output pixels based on the 

neighbouring pixel values as has been determined by 

the Gaussian convolution kernel. 

Gaussian filters are capable of producing exact 

simulations of optical blur. Therefore, Gaussian filters 

are used for any blurring application on images. An 

integral property of Gaussian filters is that they 

always possess non-negative values. Hence, 

convolution with a Gaussian filter always produces a 

non-negative result. Hence the Gaussian function 

serves in forming a one-to-one mapping of values 

that are non-negative. And the result is always a valid 

image.     

It is used to blur images and remove detail and noise. 

Thus, it is somewhat similar to the mean filter, but it 

uses the Gaussian(bell-shaped) kernel.  Since it is 

used for the purpose of blurring and noise reduction, 

if we use two of them and subtract then they can be 

used for very effective edge detection. But one filter 

alone will just reduce contrast and blur the image.  

The advantage of Gaussian filter over median filter is 

that it is fast to compute(especially on huge images), 

because multiplication and addition take lesser 

computational time than sorting. Another reason 

why Gaussian filters are especially preferred in image 

processing is that, the Fourier transform of a Gaussian 

function is also a Gaussian curve. Hence, they are 
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very close in resemblance in both their time-domain 

and frequency-domain values. 

Some properties of Gaussian functions are given as 

follows: 
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V. Maximally Stable Extremal Regions(MSER) 

 

Maximally Stable Extremal Regions(MSER) is a 

technique for blob detection, also known as region 

detection, from images. The MSER technique 

computes a set of co-variant regions called MSERs 

from an image. It takes into consideration areas 

which stay uniform through a wide variation of 

threshold values. All pixels with intensity values 

below the threshold are white whereas those above 

the threshold are black. MSER is used in wide-

baseline stereo matching and image recognition 

applications. In our application, we have used it for 

the purpose of character detection in text. 

 

VI. PROPOSED METHODOLOGY 

 

In this paper, the author has deployed a combination 

of different types of filters in order for better time-

frequency analysis of text in natural images. Figure 1 

shows the workflow followed for the purpose of this 

research. 

 
           Fig. 1 Flowchart depicting the 

proposed technique 

 

VII. RESULTS AND SIMULATIONS 

 

For the purpose of this experiment, MATLAB R2018a 

has been used as the main platform for simulation 

and image analysis. All processing has been done on a 

64-bit Windows 10 machine. 
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Figure 2 given below shows the entire process of text 

detection for a particular image from the MSRA Text 

Detection 500(MSRA-TD500) public database. Figure 

3 depicts a comparison between the text and non-text 

clusters. Figure 4 shows the difference between 

region image and stroke width image. Finally, figure 

5 shows the particular image before and after text 

detection. 

 

 
Fig. 2(a) Original image 

 

 
Fig. 2(b) Image after application of ensemble filter 

 

 
Fig. 2(c) Image after clustering into text and non-text 

regions 

 
Fig. 2(d) Image of text cluster 

 

 
Figure 2(e) Multiple expanding bounding boxes on 

application of Stroke Width Transform 

 

 
Fig. 2(f) Final text detected image 
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Fig. 2 Process of text detection on an image from the 

MSRA-TD500 database 

 
Fig. 3 Comparison between the text and non-text 

clusters 

 

 
Fig. 4 Region image and stroke width image 

 

 
Fig. 5 Original image and text detected image 

 

 

VIII.  CONCLUSION AND FUTURE SCOPE 

 

The proposed method is capable of detecting texts 

that are too small to even be recognised by the naked 

eye. Also, they can detect areas with text irrespective 

of the language of text. The method deployed in this 

research helps to draw a perfect balance between 

time as well as frequency variations in images. This 

technique can be used in related domains like 

number-plate and facial emotion recognition as well, 

owing to its minimal pre-processing and complete 

dependence on generic, time-frequency analysis. 
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