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ABSTRACT 

 

In software development process testing process ensures quality management of the product by ensuring bugs 

free product. Existing methods are based on Naïve byes, SVM methods, which encounters with several issues 

such as poor precision, recall, TPR and accuracy results. In this research, we are presenting an improved data 

reduction technique based on kNN & NB with hybrid selection method for effective software bugs triage. 

Reasons behind the selection of two methods are, k nearest neighbor technique will help in word counts from 

bug report data and Naïve byes method helps to measure the frequency of the word. The proposed method uses 

bug report classification, bug report retrieval, and bug report triage. In this proposed method we are also using 

hybrid selection method for reducing the database, feature selection, and Instance selection methods. Existing 

method Naïve byes and proposed (kNN + NB with Hybrid selection) are implemented over MATLAB simulator 

and various performance measuring parameters such as precision, recall, accuracy, detection time and TPR are 

calculated. An experimental study clearly shows that our proposed method shows outstanding in terms of all 

the performance measuring parameters as compared to the existing method for bug triage and data reduction.        
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I. INTRODUCTION 

 

A computer code bug is a miscalculation or fault 

during a program which causes the package to 

behave in uncaused ways in which. A computer 

software bugs area unit sometimes annoying and 

inconvenient for developers, usually leading to 

serious consequences. Massive software systems 

come to use bug trailing repositories wherever the 

users and developers report all the bugs they 

encounter. The developers attempt to reproduce the 

bugs with the help of data provided by a newsperson 

in a bug report then build the desired corrections 

within the ASCII text file to rectify the difficulty [1].  

 

However, generally, it's impracticable to breed the 

reportable bug with the data mere in a bug report. In 

such a state of affairs, the bug is marked with 

resolution “Non-Reproducible” or “works for me” [3]. 

This research paper is organized in following 

chapters, Introduction, data reduction, and Bug 

triage, existing work, problem statement, proposed 

solution, result in analysis and finally covers 

conclusions of the work. 

 

II. DATA REDUCTION & BUG TRIAGE 

 

Data reduction is that the transformation of 

numerical or alphabetical digital info derived by trial 

and error or by experimentation into a corrected, 
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ordered, and simplified kind. The essential construct 

is that the reduction of innumerable amounts of 

information all the way down to the significant 

elements [4]. Bug triage can be defined as “Bug triage 

may be a method wherever hunter problems square 

measure screened and prioritized. Triage ought to 

facilitate guarantee and we have a tendency to 

suitably manage all rumored problems with bugs yet 

as enhancements and have requested” [6]. 

 

III. EXISTING METHODS 

 

Data mining techniques are widely used in data 

reduction from large datasets. These methods help in 

efficient Bug-triage in bug management process. In 

this research work following research papers has 

been used for review work. 

Pap

er 

Refe

renc

e 

Method used Key Concept 

[1] Feature 

selection 

algorithm 

(FS) and 

instance 

selection 

algorithm 

(IS), Naïve 

Byes Method 

used 

 Predicting Bug 

Triage using Data 

Reduction 

Methods. 

 The proposed 

system 

performance is 

verified using 

Mozilla bug data 

set. 

[2] Feature 

selection 

algorithm 

(FS) and 

instance 

selection 

algorithm (IS) 

 Done the testing 

over 100 bug 

reports from 

Eclipse and 

Mozilla with a 

change in numbers 

of assign and non-

assign developers. 

[3] Self-

Organizing 

Map, JNM use 

 Improved SOM 

using Jaccard 

similarity New 

for Bugs Data 

Clustering 

Measure 

produces better 

results, while it has 

almost same 

samples 

clustered in one 

group of clusters. 

[4] Classified and 

detect 

software bug 

by J48, ID3 

and Naïve 

Bayes data 

mining 

algorithms. 

 Naïve Bayes 100% 

correctly classified 

but with some 

error and ID3 95% 

correctly classified, 

so it is clear that 

J48 is the best in 

three 

respective 

algorithms so it is 

more accurate. 

[5] Use Explicit 

Semantic 

Analysis 

(ESA) to carry 

out the 

concept-

based 

classification 

of software 

defect 

reports. 

 Compute the 

“semantic 

similarity” 

between the defect 

type 

labels and the 

defect report. 

[6] Machine 

Learning 

Techniques 

(J48 & 

AdaBoost) for 

Classification 

 The J48 algorithm 

always gives better 

results than the 

AdaBoost 

algorithm 

[8] Root-Cause 

and Defect 

Analysis 

based on a 

Fuzzy Data 

Mining 

Algorithm 

 The application of 

the association rule 

algorithm 

developed in this 

paper is illustrated 

based on a net 

making process at 
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a netting plant. 

[9] Software 

Vulnerability 

Analysis and 

Discovery 

Using 

Machine-

Learning and 

Data-Mining 

Techniques 

 Review different 

categories of works 

in this domain, 

discuss both 

advantages and 

shortcomings and 

point out 

challenges and 

some uncharted 

territories in the 

field. 

[10] Combining 

text mining 

and data 

mining for 

bug report 

classification 

 A prototypical 

recommender 

system has been 

developed to 

demonstrate the 

applicability of our 

approach. 

[11] Application 

of EAs to the 

DM process is 

usually 

named 

evolutionary 

data mining 

(EDM) 

 Mostly EAs is used 

in order to 

enhance the 

existent ML 

techniques. 

[12] Spatio-

Temporal 

Data Mining 

 discuss different 

types of 

spatiotemporal 

data and the 

relevant data 

mining questions 

that arise in the 

context of 

analyzing each of 

these datasets 

 

IV. PROBLEM STATEMENTS 

In bug, repositories block the techniques of 

automatic bug triage. Since software system bug 

knowledge area unit a sort of free-form text 

knowledge (generated by developers), it's necessary 

to come up with well-processed bug knowledge to 

facilitate the appliance.  

Existing method encounters with several issues such 

as- 

 Precision- Existing methods have challenges in 

precision results. Higher precision value for a 

method shows better results. 

 Recall- Existing methods have challenges in 

recall results. Higher recall value shows better 

results.  

 Accuracy- Existing methods have challenges in 

accuracy results. A higher value of accuracy is 

always desirable for any best algorithm. 

 True positive rate- Existing methods have 

challenges in true positive rate results. A higher 

result for TPR shows better performance for any 

method. 

 Detection time - Existing methods have 

challenges in detection time or data reduction 

time results. For any method, lesser detection 

time shows better performance. 

 

4.1 OBJECTIVE 

In this research, we are presenting an improved data 

reduction technique based on kNN + NB with hybrid 

selection method for effective software bugs triage. 

The main objective of this research work is to 

overcome the problems which are described in 

chapter 4.1.  

The main objective of the research work is as 

follows- 

 Precision-Higher precision value for a method 

shows better results. The proposed method will 

achieve better precision results. 

 Recall-Higher recall value shows better results. 

The proposed method will achieve better recall 

results. 

 Accuracy-Higher value of accuracy is always 

desirable for any best algorithm. The proposed 

method will achieve better accuracy results. 

 True positive rate- A higher result for TPR shows 

better performance for any method. The 

proposed method will achieve better TPR results. 
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 Detection time- For any method lesser 

detection time shows better performance. The 

proposed method will achieve better detection time 

results. 

 

V. PROPOSED SOLUTION 

 

Data reduction techniques are widely used for bug 

triage. It attracts researcher to work in the field of 

efficient data reduction technique for effective and 

efficient bug triage. Existing methods are based on 

Naïve byes, SVM methods, which encounters with 

several issues such as poor precision, recall, TPR and 

accuracy results. In this research, we are presenting 

an improved data reduction technique based on KNN 

+ NB with hybrid selection method for effective 

software bugs triage [5].  

 
Figure 5.1 Working of Proposed Method 

 

Reasons behind the selection of two methods are, K 

nearest neighbor technique will help in word counts 

from bug report data and Naïve byes method helps to 

measure the frequency of the word. The proposed 

method uses bug report classification, bug report 

retrieval, and bug report triage. In this proposed 

method we are also using hybrid selection method 

for reducing the database, feature selection, and 

Instance selection methods [7]. 

 
Figure 5.1.2 Simulation of proposed method 

 

5.1 DATA SET- 

For simulation of existing method and proposed 

method following eclipse and Mozilla open source, 

data set were used.  

 

 Data set link for eclipse 

https://raw.githubusercontent.com/ansymo/msr

2013bug_dataset/master/data/v02/eclipse/assig

ned_to.json  

 Data set link for Mozilla data set- 

https://github.com/ansymo/msr2013-

bug_dataset/tree/master/data/v02/mozilla 

  

  

VI. RESULT ANALYSIS 

In this research, we are presenting an improved data 

reduction technique based on KNN + NB with hybrid 

selection method for effective software bugs triage. 

Existing method Naïve byes and proposed (KNN + 

NB with Hybrid selection) are implemented over 

MATLAB simulator and various performance 

measuring parameters such as precision, recall, 

accuracy, detection time and TPR are calculated. 

Simulation results for Mozilla dataset & Eclipse 

dataset (Bug reports). 

Volume%203,%20Issue%203%20|%20March-April-2018%20
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Figure 6.1 Simulation Results for Precision 

 
Figure 6.2 Simulation Results for Recall 

 
Figure 6.3 Simulation Results for Accuracy 

 
Figure 6.4 Simulation Results for F-measure 

 

The above results clearly show that proposed method 

shows better results over existing metho. 

 

VII. CONCLUSIONS & FUTURE WORKS 

 

Data reduction techniques are widely used for bug 

triage. It attracts researcher to work in the field of 

efficient data reduction technique for effective and 

efficient bug triage. Existing methods are based on 

Naïve byes, SVM methods, which encounters with 

several issues such as poor precision, recall, TPR and 

accuracy results. In this research, we have presented 

an improved data reduction technique based on KNN 

+ NB with hybrid selection method for effective 

software bugs triage. The proposed method and 

existing method (NB) is implemented over MATLAB 

simulator; an experimental study clearly shows that 

our proposed method shows better results over the 

existing method in terms of better precision, recall, 

TPR, and accuracy. 

 

In this research, we have presented an improved data 

reduction technique based on KNN + NB with hybrid 

selection method for effective software bugs triage. 

In future work, we can implement our proposed 

method with real-time data and use more classifiers 

for better results. 
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