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ABSTRACT 

 

A randomized forest algorithm is based on the classification algorithm under supervision. In this algorithm, the 

forest is created randomly. The more the number of trees is present, the more accurate result they produced. It 

is important to note that decision-making using the gain or gain approach is not the same as creating a random 

forest. This paper presents a survey of Random Forest and other data mining techniques used in Intrusion 

Detection System.   
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I. INTRODUCTION 

 

A random forest algorithm works on the decision 

tree concept. It is a classification algorithm under 

supervision. Generally, the strength of the forest 

depends on the number of trees on it, the more trees 

gives more accurate the result. If a greater number of 

decision trees are created to create the forest, in this 

case the same apache is not used to generate the 

resolution with the gini information or index. There 

is a difference between the Random Forest algorithm 

and the Decision Tree algorithm. In Random Forest, 

the root node is found and the feature nodes are 

randomly broken. "Random" refers mainly to two 

processes: 

 Trees grow with random observations. 

 For each node, random variables are selected. 

A Random Forest algorithm is widely used for 

classification. It helps to improve the predictive 

model. The advantage of using this algorithm is that 

the results are generated in less time because of the 

limited assumptions associated with them. 

 

1.1 Intrusion Detection System 

 An Intrusion Detection System is any device or an 

application that monitors a host system or a network 

for the intrusions or any malicious activity. It 

functions as an alarm system that can report illegal 

activities when detected. IDS were discovered by 

James Anderson et al. [1]. The accuracy of IDS 

depends on discovery rate. When performance is 

high for IDS, detection accuracy is also high. The 

types of Intrusion Detection Techniques are:  

 Misuse Detection- In misuse detection, the 

previous intrusions are used to detect the 

current unknown attacks [2]. Although, it 

produces a false positive rate, new attacks are 

not successfully detected. 

 Anomaly Detection. If any major deviations 

are identified from normal activities then it is 

detected by anomaly detection. Anomaly 
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detection usually produces a high false 

positive rate but unknown attacks can be 

discovered.  

Several hybrid approaches proposedbyvarious 

researchers has been presented in [3], [4], [5].  

 

 

II. LITERATURE SURVEY 

 

Many researchers have proposed different ways to 

use data mining techniques in intrusion detection 

system. Among them the network intrusion 

detection system is most popular. In 2010 a new 

decision tree approach was proposed by Manikandan 

R. et al. [6] for IDS. The focus is on removing the 

technical issues and the performance enhancement. 

Eskin et al. [7] applied three different approaches in 

the unsupervised anomaly detection. These 

approaches are Cluster-based estimation, K-Nearest 

Neighbor and SVM. In [8], two data mining 

techniques are used in misuse and anomaly detection. 

KDD’99 dataset was used. Misuse detection part is 

handled by the random forest algorithm and to 

cluster the data weighted k-means clustering 

algorithm is used. The patterns are built 

automatically by using random forest algorithm. In 

misuse detection framework, intrusion patterns are 

generated in the offline phase. In anomaly detection 

techniques noteworthy deviation of a system from 

normal behaviour is checked. In [9] the random 

forests algorithm is applied in misuse, anomaly, and 

hybrid intrusion detection. The issues of the rule-

based frameworks were managed by using the 

Random Forest algorithm to discover new patterns 

for intrusions. Random Forest algorithm uses 

training data to build the patterns automatically 

rather than coding rules manually. In [10], Random 

Forest model for Intrusion Detection Systems (IDS) 

was introduced. The aim was to improve the 

performance of intrusion detection by reducing the 

input features. The results showed that reduced 

features produced more accurate result than the 

Random Forest classification results with all features. 

Also, time required for processing lesser features 

with RF will be much less than the processing time 

of RF with more number of features. In [11] SVM 

and random forest along with random projection was 

used for IDS. NSL – KDD dataset was used for this 

approach. The classification techniques SVM; 

random forest along with random projection is used. 

It was concluded that random forest along with 

random projection yielded the best output than 

support vector machine along with random 

projection. In [12] four types of attack: DOS, probe, 

U2R and R2L were successfully detected by the 

Random Forest. Any redundant and irrelevant 

features are removed by applying feature selection on 

the dataset. The problems of information gain are 

overcome by the symmetrical uncertainty of 

attributes. Otherresearchers [13],[14] apply 

clustering approaches in unsupervisedIDSs. 

Supervised anomaly detection has been studied 

extensivelysuch as fuzzy data mining and genetic 

algorithms [15],neural networks [16], [17], and SVM 

[18]. 

 

Table 1 summarizes several approaches introduced 

by various researchers. 

 

III. RANDOM FOREST ALGORITHM 

In random forests, predictions of multiple decision 

trees are combined and the final result is based on 

majority voting. When a decision tree is constructed, 

the data set must be divided into subtrees, supported 

by the best combination of variables. However, it is 

not very easy to find the right combination of 

variables [19]. A random forest is created from an 

aggregate result of this forest of assembled trees. 

Random forest provides better results than individual 

decision trees. The random forest algorithm is used 

for both classification and regression. Random forest 

also handles lost value errors. The Random Forest 

algorithm works in two stages, first the random 

forest is created and in the second random forest 

classifier prediction is made. 
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Table 1 Survey of various approaches 

 

Technique Authors Description 

C4.5 compared with 

SVM 

Mohamadreza Ektefa et al.  

 

Two techniques C4.5 and support vector 

machine (SVM) were used for the IDS This 

paper concludes that C4.5 algorithms gives 

better results in detecting network 

intrusions and false alarm rates than SVM 

does [21]. 

 

C4.5 and BayesNet for 

IDS 

Hai Nguyen et al.  

 

In this paper C4.5 and BayesNet were 

applied for intrusion detection on KDD 

CUP'99 Dataset [22].  

 

Random forest to detect 

attacks like DOS, probe, 

U2R and R2L 

Farnaaz et al. Any redundant and irrelevant features are 

removed by applying feature selection on 

the dataset. The problems of information 

gain are overcome by the symmetrical 

uncertainty of attributes. NSL KDD data set 

was used for this approach [12]. 

Anomaly intrusion 

detection. 

Eskin et al.  

 

This paper applies three different 

approaches in the unsupervised anomaly 

detection. These approaches are Cluster-

based estimation, K-Nearest Neighbor and 

SVM [7]. 

Ensemble boosted 

decision tree for IDS. 

Manikandan R. et al. 

 

A new decision tree approach is proposed 

for IDS. The focus is on removing the 

technical issues and the performance [6]. 

Pseudocode of creation of Random Forest[20] 

1. The "m" characteristics of "m" are randomly 

selected where k << m 

2. Node "d" is calculated using the best division point 

between the "K" characteristics. 

3. The best divided approach is used to divide the 

node into secondary nodes. 

4. Repeat 1 to 3 steps until the "l" number of nodes is 

reached. 

 

 

5. Steps 1 to 4 are repeated for "n" number of times to 

create "n" the number of trees that a forest builds. 

 

At the beginning of the random forest algorithm, the 

"k" characteristics are randomly selected from the 

total "m" characteristics. The child nodes are 

calculated in the next stage. This is done using the 

best split approach. Finally, repeat 1 to 4 stages to 

create "n" trees created at random. A random forest is 

formed from these trees. 
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Pseudocode of random forest prediction: 

Random forest algorithm uses the prediction 

pseudocode to make a prediction. It is summarized as: 

1. The result is predicted by taking the characteristics 

of the test and using the rules of each decision tree 

created at random. 

2. The votes are calculated for each planned objective. 

3. Most voted predicted target is considered as the 

final prediction. 

 

3.1 Random Forest in Intrusion detection System 

Random forest method works on the rule divide – 

and – conquer scheme which is used in the 

classification mission. As it is an ensemble process, it 

amalgamates a group of fragile learner to produce 

well-built leaner which can categorize the data 

precisely. The bagging scheme and random selection 

of features are united in it. N number or tresses are 

produced in random forests. Each tree represents 

regular and dissimilar malicious classes. A large 

number of datasets are easily managed by a random 

forest algorithm. However, there are several 

challenges in Intrusion Detection System. They are 

summarized as: 

 The intrusion detection rate is improved by the 

feature selection. The features from raw network 

traffic data must be constructed by the IDS but a 

lot of computation is involved in it. 

 Imbalanced intrusion is also an issue. Error rate is 

usually reduced by most of the data mining 

algorithm, which however leads to rising error 

rate of minority intrusions which are worse than 

majority attacks. 

 

3.2 Working of Random forest in Network IDS 

The working of misuse detection is shown in Figure 

1. Data mining techniques are used to build patterns 

for network intrusion detection. The framework 

works in two phases [9]: 

 
Figure 1 Random forest in Network IDS [9] 

 

 Offline phase: In this phase the patterns of 

intrusion are built by the system. The training 

dataset is passed through the pattern builder. 

This module builds the patterns that are useful 

for detecting intrusion. Feature selection 

algorithm and parameter building with random 

forest algorithm is employed in this module 

which handles the imbalanced intrusions and. 

After the patterns are mined, they are sent as an 

input to the detector module. 

 Online phase. In this phase the intrusions are 

detected. The packets are captured from the 

network traffic. The pre-processors generate 

features for each connection captured from the 

network traffic. The detector module classifies 

whether the connection is normal traffic or an 

intrusion. It uses the patterns that are built in the 

offline phase. Finally, an alert is raised by the 

system upon identifying intrusion detection. 

IV. CONCLUSION 

In Random Forest Algorithm the number of trees in 

the forest and the results from them are directly 

related, i.e. the more trees, the more accurate the 

result. It is important to note that, decision-making 

using the gain or gain approach is not the same as 

creating a random forest. This paper presented an 

overview of the random forest algorithm and a 
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survey of various techniques proposed by several 

researchers has also been summarized. 
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