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ABSTRACT

The deep learning network the size of the networks becomes increasingly large scale due to the demands of the practical applications. The DLAU architecture can be configured to operate different sizes of tile data to leverage the trade-offs between speedup and hardware costs. Consequently the FPGA based accelerator is more scalable to accommodate different machines. The DLAU includes three pipelined processing units, which can be reused for large scale neural networks. High performance implementation of deep learning neural network is maintain the low power cost and less delay. In this work is we are done the samples of network signals which attain data optimization, upgraded the speed.
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I. INTRODUCTION

Neural networks are a set of algorithms, modeled loosely after the human brain, that are designed to recognize patterns. They interpret sensory data through a kind of machine perception, labeling or clustering raw input. The patterns they recognize are numerical, contained in vectors, into which all real-world data, be it images, sound, text or time series, must be translated.

Machine Learning offers many innovative applications in the IoT devices, such as face recognition, smart security and object detection. State-of-the-art machine-learning computation mostly relies on the cloud servers. Benefiting from the graph processing unit (GPU)’s powerful computation ability, the cloud can process high throughput video data coming from the devices and use CNN to achieve unprecedented accuracy on most applications. However, this approach has its own drawbacks. Since the network connectivity is necessary for cloud-based applications, those applications cannot run in the areas where there is no network coverage. In addition, data transfer through network induces significant latency, which is not acceptable for real-time applications such as security system. Finally, most of the IoT applications have a tough power and cost budget which could tolerate neither local GPU solutions nor transmitting massive amounts of image and audio data to data center servers.

Deep learning is networks composed of several layers. The layers are made of nodes. A node is just a place where computation happens, loosely patterned on a neuron in the human brain, which fires when it encounters sufficient stimuli. A node combines input from the data with a set of coefficients, or weights, that either amplify or dampen that input, thereby assigning significance to inputs for the task the algorithm is trying to learn.
Largescale deep learning neural network models. So far, the state of- the-art means for accelerating deep learning algorithms are Field-Programmable Gate Array (FPGA), Application Specific Integrated Circuit (ASIC), and Graphic Processing Unit (GPU). Compared with GPU acceleration, hardware accelerators like FPGA and ASIC can achieve at least moderate performance with lower power consumption. However, both FPGA and ASIC have relatively limited computing resources, memory, and I/O bandwidths, therefore it is challenging to develop complex and massive deep neural networks using hardware accelerators.

DEEP LEARNING ACCELERATOR UNIT(DLAU):
The DLAU system architecture which contains an embedded processor, a DDR3 memory controller, a DMA module, and the DLAU accelerator. The embedded processor is responsible for providing programming interface to the users and communicating with DLAU via JTAG-UART. In particular it transfers the input data and the weight matrix to internal BRAM blocks, activates the DLAU accelerator, and returns the results to the user after execution.

The DLAU is integrated as a standalone unit which is flexible and adaptive to accommodate different applications with configurations. The DLAU consists of 3 processing units organized in a pipeline manner: Tiled Matrix Multiplication Unit (TMMU), Part Sum Accumulation Unit (PSAU), and Activation Function Acceleration Unit (AFAU). For execution, DLAU reads the tiled data from the memory by DMA, computes with all the three processing units in turn, and then writes the results back to the memory.

Figure 1. Deep learning neural network

Figure 2. Neural network and deep learning

Machine Learning has been used for classification on images and text for decades, but it struggled to cross the threshold – there’s a baseline accuracy that algorithms need to have to work in business settings. Deep Learning is finally enabling us to cross that line in places we weren’t able to before.

Figure 3:The DLAU accelerator architecture

TMMU architecture:
We are now in a position to describe matrix multiplication. The product of these two matrices is the matrix showing the number of paths of length between each pair of vertices.discover its row and column within the matrix.
It is a good idea to make sure you understand those two lines before moving on. The if statement in the next line terminates the thread if its row or column place it outside the bounds of the product matrix. This will happen only in those blocks that overhang either the right or bottom side of the matrix.

We use the BRAM resources to cache the weight coefficients between two adjacent layers. The accelerator reads the matrix of weight coefficients data from input buffer, and loops to save into different BRAMs in 32 by the row number of the weight matrix. (n=i%32 \ln refers to the number of BRAM, and \ln indicates the row number of weight matrix). So, the accelerator can read 32 weight values in parallel.

To reduce the impact on performance of the data access time, we design two registers set to read the required data for next iteration computation or be used in current iteration alternately. In our test, the time to cache 32 input values is much less than the time of the computation of 32 values. So, the iteration computing will start without waiting except the first iteration.

PSAU:
Part Sum Accumulation Unit (PSAU) is responsible for the accumulation operation. presents the PSAU architecture, the TMMU is produced the accumulation parts. Then part sum is take that values and add that values using PSAU will write the value to output buffer and send results to AFAU in a pipeline manner.
Using BRAMs to store the values of a set and b set. The a, b and k are fixed. So find the corresponding a value and b value according the value x, and get y after multiplication and addition. The computation process is pipelined and we can get a value every clock cycle.

**SAMPLING TECHNIQUE**

How many samples are necessary to ensure we are preserving the information contained in the signal. If the signal contains high frequency components, we will need to sample at a higher rate to avoid losing information that is in the signal.

In general, to preserve the full information in the signal, it is necessary to sample at twice the maximum frequency of the signal. The Sampling Theorem states that a signal can be exactly reproduced if it is sampled at a frequency F, where F is greater than twice the maximum frequency in the signal.

In this system sample the 4bit down samples so the delay of the system is reduced and the speed of the accelerator is increased.

The accelerator will produce the output with less delay why because we are applying the samples of input pattern so the time delay of applying input to the system is very less than the previous system so the accelerator will work very faster.

**RESULTS:**

![Block diagram](image1)

**RTL schematic:**

![RTL schematic](image2)

**AREA**

<table>
<thead>
<tr>
<th>Device Utilization Summary (estimated values)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Logic Utilization</td>
<td>Used</td>
</tr>
<tr>
<td>Number of Slice Registers</td>
<td>837</td>
</tr>
<tr>
<td>Number of Slice LUTs</td>
<td>1263</td>
</tr>
<tr>
<td>Number of Fully Used LUT/FF pairs</td>
<td>4%</td>
</tr>
<tr>
<td>Number of bonded IOBs</td>
<td>286</td>
</tr>
<tr>
<td>Number of RFS/RFSGCTRLs</td>
<td>8</td>
</tr>
<tr>
<td>Number of DSP48E's</td>
<td>4</td>
</tr>
</tbody>
</table>

In this system the input will be separating in the form of samples then that samples are applied to the design according to this processor the input pattern will be reduced. we are Applying all the input pattern in this place we are Appyling the samples only, in these samples the input pattern will be covered.
II. CONCLUSION

In this proposed system DLAU is performed with the fast accelerator using deep neural network with the deep learning algorithm. This is increases the speed of accelerator 32 times more than the existing one. This proposed work is simple then the previous work so the accelerator using in timing based projects. The future work is optimize the memory or tiled matrix will increases the speed then the proposed work.
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