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ABSTRACT

To protect outsourced data in cloud storage against corruptions, adding fault tolerance to cloud storage along with data integrity checking and failure reparation becomes critical. Recently, create codes have gained quality due to their lower repair information measure whereas providing fault tolerance. Existing remote checking strategies for regenerating-coded information only offer personal auditing, requiring data owners to forever stay on-line and handle auditing, also as repairing, which is sometimes impractical. During this paper, we tend to propose a public auditing theme for the regenerating-code-based cloud storage. To solve the regeneration problem of failing authenticators in the absence of information house owners, we introduce a proxy, which is privileged to regenerate the authenticators, into the normal public auditing system model. Moreover, we tend to style a novel public verifiable critic, which is generated by a few of keys and can be regenerated using partial keys. Thus, our theme will completely release data owners from on-line burden. Additionally, we randomize the inscribe coefficients with a pseudorandom function to preserve information privacy. In depth security analysis shows that our theme is obvious secure below random oracle model and experimental analysis indicates that our theme is highly economical and may be feasibly integrated into the regenerating-code-based cloud storage.
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I. INTRODUCTION

In 1969, Leonard Kleinrock, one of the chief scientists of the original Advanced Research Projects Agency Network (ARPANET) project which seeded the Internet, said: “As of now, computer networks are still in their infancy, but as they grow up and become sophisticated, we will probably see the spread of „computer utilities“ which, like present electric and telephone utilities, will service individual homes and offices across the country.” This vision of computing utilities based on a service provisioning model anticipated the massive transformation of the entire computing industry in the 21st century whereby computing services will be readily available on demand, like other utility services available in today’s society. Similarly, computing service users (consumers) need to pay providers only when they access computing services. In addition, consumers no longer need to invest heavily or encounter difficulties in building and maintaining complex IT infrastructure. In such a model, users access services based on their requirements without regard to where the services are hosted. This model has been referred to as utility computing, or recently as Cloud computing. The latter term denotes the infrastructure as a “Cloud” from which businesses and users are able to access application services from anywhere in the world on demand. Hence, Cloud computing can be classified as
A new paradigm for the dynamic provisioning of computing services, typically supported by state-of-the-art data centers containing ensembles of networked Virtual Machines. Cloud computing delivers infrastructure, platform, and software (application) as services, which are made available as subscription-based services in a pay-as-you-go model to consumers. These services in industry are respectively referred to as Infrastructure as a Service (IaaS), Platform as a Service (PaaS), and Software as a Service (SaaS).

A Berkeley Report in Feb 2009 states “Cloud computing, the long-held dream of computing as a utility, has the potential to transform a large part of the IT industry, making software even more attractive as a service”. Clouds aim to power the next generation data centers by architecting them as a network of virtual services (hardware, database, user-interface, application logic) so that users are able to access and deploy applications from anywhere in the world on demand at competitive costs depending on users QoS (Quality of Service) requirements. Developers with innovative ideas for new Internet services no longer require large capital outlays in hardware to deploy their service or human expense to operate it. It offers significant benefit to IT companies by freeing them from the low level task of setting up basic hardware (servers) and software infrastructures and thus enabling more focus on innovation and creating business value for their services. The business potential of Cloud computing is recognized by several market research firms including IDC, which reports that worldwide spending on Cloud services will grow from $16 billion by 2008 to $42 billion in 2012. Furthermore, many applications making use of these utility-oriented computing systems such as clouds emerge simply as catalysts or market makers that bring buyers and sellers together. This creates several trillion dollars of worth to the utility/pervasive computing industry as noted by Sun Microsystems co-founder Bill Joy. He also indicated “It would take time until these markets to mature to generate this kind of value. Predicting now which companies will capture the value is impossible. Many of them have not even been created yet.”

II. PROPOSED ALGORITHM

In this section we start from an overview of our auditing scheme, and then describe the main scheme and discuss how to generalize our privacy-preserving public auditing scheme. Furthermore, we illustrate some optimized methods to improve its performance.

Overview:-

Although introduced private remote data checking schemes for regenerating-code-based cloud storage, there are still some other challenges for us to design a public auditable version. First, although a direct extension of the techniques in can realize public verifiability in the multi-servers setting by viewing each block as a set of segments and performing spot checking on them, such a straightforward method makes the data owner generate tags for all segments independently, thus resulting in high computational overhead. Considering that data owners commonly maintain limited computation and memory capacity, it is quite significant for us to reduce those overheads. Second, unlike cloud storage based on traditional erasure code or replication, a fixed file layout does not exist in the regenerating-code-based cloud storage. During the repair phase, it computes out new blocks, which are totally different from the faulty ones, with high probability. Thus, a problem arises when trying to determine how to regenerate authenticators for the repaired blocks. A direct solution, which is adopted is to make data owners handle the regeneration. However, this solution is not practical because the data owners will not always remain online through the life-cycle of their data in the cloud, more typically, it becomes off-line even after data uploading. Another challenge is brought in by the proxy in our system model (see Section II-C). The following part of this section shows our solution
to the problems above. First, we construct a BLS-based authenticator, which consists of two parts for each segment of coded blocks. Utilizing its homomorphism property and the linearity relation amongst the coded blocks, the data owner is able to generate those authenticators in a new method, which is more efficient compared to the straightforward approach. Our authenticator contains the information of encoding coefficients to avoid data pollution in the reparation with wrong coefficients. To reduce the bandwidth cost during the audit phase, we perform batch verification over all α blocks at a certain server rather than checking the integrity of each block separately does. Moreover, to make our scheme secure against the replace attack and replay attack, information about the indexes of the server, blocks, and segments are all embedded into the authenticator. Besides, our primitive scheme can be easily improved to support privacy-preserving through the masking of the coding coefficients with a keyed PRF. All the algebraic operations in our scheme work over the field $\mathbb{F}(p)$ of modulo $p$, where $p$ is a large prime (at least 80 bits).

**Construction of Our Auditing Scheme:**

Considering the regenerating-code-based cloud storage with parameters $(n, k, \alpha, \beta)$, we assume $\beta = 1$ for simplicity. Let $G$ and $G_T$ be multiplicative cyclic groups of the same large prime order $p$, and $e : G \times G \rightarrow G_T$ be a bilinear pairing map as introduced in the preliminaries. Let $g$ be a generator of $G$ and $H(\cdot) : \{0, 1\}^* \rightarrow G$ be a secure hash function that maps strings uniformly into group $G$. Table I list the primary notations and terminologies used in our scheme description.

**Setup:** The audit scheme related parameters are initialized in this procedure.

**KeyGen ($1^k$) → ($pk, sk$):** The data owner generates a random signing key pair ($spk, ssk$), two random elements $x, y \leftarrow \mathbb{Z}_p$ and computes $pk_x = gx$, $pk_y = gy$. Then the secret parameter is $sk = (x, y, ssk)$ and the public parameter is $pk = (pk_x, pk_y, spk)$.

**Delegation ($sk$) → ($x$):** The data owner sends encrypted $x$ to the proxy using the proxy’s public key, then the proxy decrypts and stores it locally upon receiving.

**Figure 1.** An example with $m = 3$ for the Sig And BlockGen(·) algorithm

With elements $w_i \leftarrow \mathbb{G}$, and a file tag $t = (\text{ID}||u||w_1||\ldots||w_m)||\text{Sig}_{ssk} (\text{ID}||u||w_1||\ldots||w_m)$ for $F$. Sig() means a standard signature scheme. Recall that the original file $F$ is split into $m$ blocks, $\{w_i\}_{i=1}^m$; the client computes and stores $\alpha$ coded blocks amongst $n$ cloud servers. Viewing each segment of the blocks as a single symbol for simplicity, our signature is generated simultaneously with the encoding process as follows (Fig.1 shows an instance of this algorithm with $m = 3$):

**Augmentation:** The data owner properly augments the native $m$ blocks

**Signing for Native Blocks:** The data owner views the data parts of the augmented blocks as a set of segments and computes authenticator for each segment, i.e.,

$$s_{j, 1}^{\text{sk}} = (u^{\bar{w}_{j, 0}} \prod_{i=1}^m w_{j,i}^{\bar{w}_{j,i+1}})^{y} = (u^{\bar{w}_{j, 0}} \cdot w_{j,k})^y \quad (6)$$

where $1 \leq j, k \leq m$, $1 \leq s \leq s$

**Combination and Aggregation:** The data owner randomly chooses $m$ elements $\{e_{j, \lambda}\}_{\lambda=1}^m$ from $G(p)$
to be coefficients and linearly combines the augmented native blocks to generate coded blocks \( v_{ij} (1 \leq i \leq n, 1 \leq j \leq \alpha) \), as follows:

\[
v_{ij} = \sum_{\lambda=1}^{m} a_{ij\lambda} \mathbf{w}_\lambda \in GF(p)^{s+m}
\]

and apparently each symbol can be obtained by

\[
v_{ijk} = \sum_{\lambda=1}^{m} a_{ij\lambda} \mathbf{w}_{ijk} \in GF(p)
\]

with \( 1 \leq k \leq s + m \). Then we can get the aggregated tags as:

\[
\sigma_{ijk}^s = \prod_{\lambda=1}^{m} \left( \sigma_{ijk}^{s\lambda} \right)^{u_{ijk}} = \left( u_{ijk} \prod_{\lambda=1}^{m} w_{ijk}^{a_{ij\lambda}} \right)^{y}
\]

with \( 1 \leq k \leq s \).

**Authenticator Generation:** The data owner generates an authenticator for \( v_{ijk} \) as:

\[
\sigma_{ijk} = H(ID||i||j||k)^s \cdot \sigma_{ijk}^s
\]

\[= H(ID||i||j||k)^s \left( u_{ijk} \prod_{\lambda=1}^{m} w_{ijk}^{a_{ij\lambda}} \right)^{y}
\]

where the symbols \( i, j, k \) denote the index of the server, the index of the block at a server and the index of a segment in a certain coded block.

**Audit:** For each of the \( n \) servers, TPA verifies the possession of \( \alpha \) coded blocks by randomly checking samples of segments of every block and performing a batch verification.

\[ \text{Challenge}(F_{\text{info}}) \rightarrow (C) \text{: Taking the information of file } F_{\text{info}} \text{ as input, TPA randomly generates a } c\text{-element set } Q_i = \{k_1^i, a_2^i\}_{1 \leq i \leq c} \text{ for server } i \text{ with } 1 \leq i \leq n \text{ with the sampled segment indexes } k^i \in_R [1, s] \text{ and corresponding randomness } a^i \in_R GF(p). \text{ Furthermore, to execute a batch auditing, TPA picks another random symbol set } \Lambda_i = \{a_{ij}^i\}_{1 \leq j \leq s}, \text{ and } \forall k^i \in GF(p) \text{. TPA sends } C = \{Q_i, \Lambda_i\} \text{ to the server } i. \]

\[ \text{ProofGen}(C, \Phi, \Psi) \rightarrow (P) \text{: Upon receiving the challenge } C = \{Q_i, \Lambda_i\}, \text{ server } i \text{ first computes } \]

\[ \mu_{ij} = \sum_{t=1}^{c} a_{ij\lambda}^t \nu_{ij\lambda}^t, \quad \sigma_{ij} = \prod_{t=1}^{c} \nu_{ij\lambda} a_{ij\lambda}^t
\]

for coded block \( j \in [1, \alpha] \) stored on itself, and then it generates an aggregated proof using \( i \), i.e.,

\[ \mu_i = \sum_{j=1}^{\alpha} a_{ij} \mu_{ij}, \quad \sigma_i = \prod_{j=1}^{\alpha} \sigma_{ij} a_{ij} \]

For the coefficients checking, server \( i \) generates \( m \) symbols as

\[ \rho_{ij} = \left( \sum_{j=1}^{\alpha} a_{ij} \mu_{ij} \right) \cdot \sum_{r=1}^{\alpha} a_{ij}^r
\]

where \( 1 \leq \lambda \leq m \). Let \( \Theta_i = \{\rho_1, \rho_2, \ldots, \rho_m\}. \)

Thus the \( i \)th server responds to the TPA with proof \( \mathcal{P} = \{\mu_i, \sigma_i, \Theta_i, i\} \).

\[ \text{Verify}(\mathcal{P}, pk, C) \rightarrow (0, 1) \text{: Upon receiving a proof P from server i, TPA uses spk to verify the signature on t to check whether or not it is the delegated file that needs auditing, retrieves u and } \Gamma = \{w_1, w_2, \ldots w_m\} \text{ if successful and aborts if otherwise.} \]

Then, TPA computes:

\[ \text{RHS} = \left( e \prod_{t=1}^{c} H_{ij\lambda}^{a_{ij\lambda}^t} \cdot e(a_{ij}, pk) \right) \]

\[ \text{where } H_{ij\lambda}^{a_{ij\lambda}^t} = H(ID||i||j||k^i). \text{ Finally, TPA verify if the following equation holds: } \]

\[ e \left( \prod_{t=1}^{c} \nu_{ij\lambda} \rho_{ij}^t, pk \right) \cdot e(\sigma_i, g) = \text{RHS} \]

if so, output 1; otherwise, output 0.

**Repair:** As previously introduced, the data owner empowers a proxy to take charge of faulty server repARATION and moves off-line once it completes its upload procedure. When TPA detects a server corruption, an alert will be sent to proxy and then a repair procedure will be triggered. Moreover, to avoid pollution attack, the blocks downloaded from servers will be first verified before they are used for block regeneration. Without loss of generality, we assume that the TPA has identified a certain faulty server \( \eta \).

\[ \text{ClaimForRep}(F_{\text{info}}) \rightarrow (C_\eta) \text{: The proxy randomly contacts } t \text{ healthy servers } \{i_1, i_2, \ldots, i_t\}. \text{ For each server } i \in [i_1, i_2, \ldots, i_t], \text{ the proxy draws a coefficient set } \Lambda_i = \{a_{ij}\}_{1 \leq j \leq \alpha} \text{ with } a_{ij} \in GF(p). \text{ Then it sends claim } C_\eta = \{\Lambda_i\} \text{ to server } i. \]

\[ \text{GenForRep}(C_\eta, \Phi, \Psi) \rightarrow (BA) : \]
When server \( i \) receives the repair claim \( Cr \), it linearly combines \( \alpha \) local coded blocks into one single block and then generates tags for verification:

\[
\tilde{v}_i = \sum_{j=1}^{a} a_j v_{ij}, \quad \tilde{\sigma}_{ik} = \prod_{j=1}^{a} \sigma_{ijk}^{a_j}
\]

where \( 1 \leq k \leq s \). Then server \( i \) responds with the block and authenticators set \( BA_i = \{ v_i, \{ \tilde{\sigma}_{ik} \}_{1 \leq k \leq s} \} \).

BlockAndSigReGen\((C_i, BA) \rightarrow (\Phi', \Psi', L)\): Before regeneration, the proxy will execute batch verification for the received blocks. By viewing each \( \tilde{v}_i \) as \( (\tilde{v}_i, \ldots, \tilde{v}_i, \tilde{\sigma}_1, \ldots, \tilde{\sigma}_m) \) consulting Eq.(5), the proxy verifies whether the following equations hold,

\[
e\left( \prod_{i \in [q]} \tilde{\sigma}_{ik}, g \right) = e \left( \prod_{i \in [q]} \prod_{j=1}^{a} H_{ijk}^{\beta}, pk_x \right) \\
e \left( \prod_{i \in [q]} \sum_{j \in [1]} w_{ij} \tilde{\sigma}_{ij}, pk_y \right) \\
e \left( \prod_{i \in [q]} \sum_{j \in [1]} z_{ij}, pk_y \right)
\]

where \( 1 \leq k \leq s \) and \( H_{ijk} = H(\langle ID || i || j || k \rangle) \). If verification fails, which means that some of the servers connected are malicious for repair, proxy aborts the reparation; otherwise, it continues to generate new coded blocks and authenticators.

Assuming that the repaired coded blocks would be stored at a new added server \( \eta \), the proxy rebuilds \( \alpha \) blocks as follows: The proxy picks up random coefficients \( z_i \) for each \( i \in [\theta_1 \leq \theta \leq \ell] \) and then computes a linear combination.

\[
v_{ij}\eta = \sum_{i \in [\ell]} z_i \tilde{v}_i
\]

and regenerates authenticators for each segment

\[
\sigma_{ij\eta k} = T_{jk} \prod_{i \in [\ell]} (\tilde{\sigma}_{ik})^{z_i}
\]

where \( 1 \leq j \leq a, 1 \leq k \leq s \) and the transform operator \( T_{jk} \) denotes

\[
T_{jk} = \frac{H(ID||j||j||k)}{\prod_{i \in [q]} \prod_{j=1}^{a} H(ID||i||j||k)^{y_{ij}}}
\]

Example Description: To make our contribution easier to follow, we briefly introduce our above scheme under the reference scenario in Section II-B: The staffs (i.e., cloud users) first generate their public and private keys, and then delegate the authenticator regeneration to a proxy (a cluster or powerful workstation provided by the company) by sharing partial private key. After producing encoded blocks and authenticators, the staffs upload and distribute them to the cloud servers. Since that the staffs will be frequently off-line, the company employs a trust third party (the TPA) to interact with the cloud and perform periodical verification on the staffs’ data blocks in a sampling mode. Once some data corruption is detected, the proxy is informed, it will act on behalf of the staffs to regenerate the data blocks as well as corresponding authenticators in a secure approach. So we could see that our scheme guarantees that the staffs can use the regenerating-code-based cloud in a practical and lightweight way, which completely releases the staffs from online burden for data auditing and reparation.

III. CONCLUSION

In this paper, we propose a public auditing theme for the regenerating-code-based cloud storage system, where the data owner’s area unit privileged to delegate TPA for his or her data validity checking. To guard the initial data privacy against the TPA, we randomize the coefficients in the starting rather than applying the blind technique throughout the auditing method. Considering that the information owner cannot continually keep on-line in practice, so as to stay the storage accessible and verifiable after a malicious corruption, we introduce a semi-trusted proxy into the system model and supply a privilege for the proxy to handle the reparation of the coded blocks and authenticators. To better acceptable for the regenerating-code-scenario, we style our appraiser supported the BLS signature. This authenticator will be with efficiency generated by the data owner at the same time with the coding.
procedure. Extensive analysis shows that our theme is provable secure, and also the performance evaluation shows that our theme is very efficient and can be feasibly integrated into a regenerating-code-based cloud storage system.
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