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ABSTRACT 
 

Analysing the risk factors of Mental health from Electronic Health Records is a challenging task as it is 

difficult to assess the prevalence of diseases due to lack of culturally adapted and  validated assessments. In 

this study, we find the risk factors of Memory deterioration using Machine Learning techniques by 

implementing Correlation, Regression Analysis and Random Forest algorithms on MYNAH cohort (Mysore 

Studies of Natal effect on Ageing and Health) which was carried out at the Epidemiological Research Unit, 

CSI Holdsworth Memorial Hospital, Mysuru, South India. Correlation is used to find the influence of one 

parameter on the other which play roles in identifying risk factors of Memory deterioration. Regression 

analysis helps in estimating the relationships among parameters that are used for disease prediction. Random 

forests or random decision forests algorithm brings extra randomness into the model to search for the best 

parameter among a random subset of parameters. It is an ensemble learning method 

for classification, regression and other tasks in which  a multitude of decision trees are constructed at training 

time and the class is output. In Classification problem, the ensemble of simple trees vote for the most popular 

class. In the Regression problem, the responses are averaged to obtain an estimate of the dependent parameter. 

Implementation of tree ensembles has lead to significant improvement in prediction accuracy. This work 

facilitates health care organizations to perform analysis on sector of population prone to various diseases using 

Electronic Health Records and educate people regarding the risk factors of diseases to enable effective therapy 

at the right time and place. 
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I. INTRODUCTION 

 

Electronic health record is a digital format 

containing a systematic collection of health 

information of an individual patient or populations 

that is maintained by the provider over a period of 

time [1]. It contains information such as the patient’s 

demographics, contact information, medical history, 

current and past medications, vital signs, allergies, 

daily routine, immunizations, family history, 

radiology reports and laboratory data [2]. It is a more 

longitudinal collection of health information of 

individual patients or population. EHRs make it 

easier to store and retrieve health information and 

make information available instantly and securely to 

authorized users. 

 

Non-Communicable diseases like Diabetes, 

Hypertension, Cardiac diseases, Memory 

deterioration and others are burdensome in 

developing countries like India [3].Diseases related to 

http://ijsrcseit.com/
https://en.wikipedia.org/wiki/Ensemble_learning
https://en.wikipedia.org/wiki/Statistical_classification
https://en.wikipedia.org/wiki/Regression_analysis
https://en.wikipedia.org/wiki/Decision_tree_learning
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the memory are caused due to the damage of neuro-

anatomical structures[4]. The damage to these 

structures reduces the capacity of the brain with 

regard to the retention and storage. It also leads to 

problem in recollection of memories. Memory 

disorders can range from mild to severe, but they all 

result in severe diseases at the end such as Alzheimer.  

There are several reasons that can cause memory 

disorders such as high blood pressure, alcohol 

consumption, wrong consumption of medicines, etc. 

Some past events, shocks, and strokes also lead to 

such diseases. Even depression can cause symptoms 

similar to dementia. Some of the disorders affecting 

memory deterioration include ability to reason, 

remember, completing daily chores, muddled 

thinking, and loss of skill or hobby, make decisions 

and communicate [5]. 

 

In this paper, we develop a model to mine the EHR 

for important features that play vital role in 

identifying risk factors for memory deterioration 

using Machine Learning techniques.  

 

Correlation is a statistical measure that indicates the 

relationship between two variables and the 

association between them. The two most popular 

correlation coefficients are: Spearman's correlation 

coefficient rho and Pearson's product-moment 

correlation coefficient. Pearson’s product-moment 

coefficient is used in this study as a measurement of 

correlation and it ranges from minus one to plus one. 

Plus one indicates the strongest positive correlation 

possible and minus one indicates the strongest 

negative correlation possible. A correlation of zero 

indicates that there is no relationship between the 

two variables, hence values closer to zero highlight 

weaker or poorer correlation than those closer to 

plus one or minus one. When there is a positive 

correlation between two variables, it indicates that as 

the value of one variable increases, the value of the 

other variable also increases. When there is a 

negative correlation between two variables, it 

indicates that as the value of one variable increases, 

the value of the other variable decreases and vice 

versa [6]. 

 

Regression analysis is a type of data analysis. It is a 

way of estimating mathematically which of the 

variables do indeed have an impact and to estimate 

the relationships among the variables. It is widely 

used for prediction and forecasting. Here, we have 

two types of variables – the dependant variable and 

the independent variable, mainly knows as the 

response variable (dependant variable) and predictor 

variable (independent variable). The dependant 

variable is the main factor we are trying to predict or 

understand and analyze. The independent variables 

are the factors we suspect to have an impact on our 

dependant variable. Hence, regression analysis helps 

us to understand which among the independent 

variables are related to the dependent variable and to 

explore the forms of these relationships [7]. 

     

The Logistic Regression is a regression model used 

for regression analysis in which the response variable 

(dependent variable) has categorical values such as 

True/False or 0/1. It actually measures the 

probability of a binary response as the value of 

response variable based on the mathematical 

equation relating it with the predictor variables. It is 

used when the response variable is categorical in 

nature. 

 

Random forest or random decision forest is an 

ensemble learning method for classification, 

regression and other tasks, that operate by 

constructing a multitude of decision trees at training 

time and outputting the class that is the mode of the 

classes (classification) or mean prediction (regression) 

of the individual trees [8]. For classification problems, 

the ensemble of simple trees vote for the most 

popular class. In the regression problem, their 

responses are averaged to obtain an estimate of the 

dependent variable. Using tree ensembles can lead to 

significant improvement in prediction accuracy. The 

random-forest algorithm brings extra randomness 

into the model, when it is growing the trees. Instead 

of searching for the best feature while splitting a 

node, it searches for the best feature among a 

random subset of features. This process creates a 

wide diversity, which generally results in a better 

model [9]. 

 

MYNAH cohort is approved by HMH Research and 

Ethics Committee and the studies were carried out at 

the Epidemiological Research Unit, CSI Holdsworth 

Memorial Hospital, Mysuru, South India.The 

hospital has maintained obstetric records from 1934 

to till date with details including birth weight, 

length, head circumference, weight and pelvic 
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diameters of the mother, etc. The cohort size is 1321 

patient records with 1201 parameters from which 

features relevant to memory deterioration are chosen 

for the implementation of  Correlation, Regression 

Analysis and Random Forest algorithms to identify 

risk factors [10].  

 

Mizanur Khondoker et al, compare the performance 

of classification of important attributes using 

machine learning algorithms. The classification 

algorithm shows better correlation between variables, 

but Random Forest goes bad when the variables are 

very high [11]. V Y Kulkarni et al present approaches 

for improving performance of Random Forest 

classifier in ways like accuracy and time for learning 

and classification and show that Random Forest has 

inherent parallelism and can be easily parallelized for 

scalability and efficiency [12]. V. Arun et al find the 

relevant features of the data sets using Principal 

Component Analysis  and an ensemble classification 

framework is used which consists of three modules, 

namely data acquisition and preprocessing, classifier 

training and Hierarchical Majority Voting ensemble 

model for disease classification and prediction [13]. 

K.Rajeswari et al use the Brute force approach and 

genetic search feature selection  for heart disease to 

reduce features and improve the performance [14]. 

 

Artificial intelligence methods for the diagnosis of 

dementia in epidemiological studies in low- and 

middle-income country (LMIC) settings have been 

implemented by Bhagyashree et al by developing a 

culture and education fair battery of cognitive tests.  

Validation is done for population based studies in 

low- and middle-income countries including India 

by the 10/66 Dementia Research Group. Machine 

learning methods are used based on the 10/66 battery 

of cognitive tests for the diagnosis of dementia based 

in a birth cohort study in South India [15]. 

 

In the existing system, the diagnosis of memory 

disorders is done considering various tests and 

assessments which include the personal history of 

the patient, physical examination and laboratory 

tests, cognitive tests, neuropsychological tests, 

radiology tests, brain imaging techniques and 

numerous other tests [16]. 

 

In the proposed system, we develop a model to 

estimate the relationships among parameters used for 

disease prediction using Regression analysis. Random 

forest approach is used to search for best parameters 

among a random subset of parameters. An ensemble 

of trees vote for the most popular class that leads to 

improved prediction accuracy.  

 

II.  METHODOLOGY 

 

The risk factor analysis and prediction analysis based 

on correlation and regression models involves 

finding the relationship between the attributes and 

then considering the subset of the attributes most 

responsible for prediction of a person having 

memory deterioration. The MYNAH cohort consists 

of 30 related predictor variables which are in the 

form of questionnaires and one categorical response 

variable which indicates the presence or absence of 

memory deterioration. The questionnaire predictor 

variables such as apathy, difficulty in completing 

chores, loses place in conversation etc have discrete 

values such as 0 and 1.  

 

The process of analyzing the risk factors and then 

performing the prediction analysis on the cohort 

involves the following procedures: 

 

Step 1 : Input MYNAH dataset. 

Step 2 : Preprocess data by handling missing or NA 

values. 

Step 3 : Perform Correlation analysis on the whole 

data and find the most and least correlated attributes. 

Step 4 : Perform Regression analysis on the whole 

data and obtain the significant attributes. 

Step 5 : Implement Random Forest algorithm on the 

same data and obtain the attributes ranked in 

decreasing order of significance. 

Step 6 : Compare the results of regression and 

random forest in analyzing the most and least 

significant risk factors. 

Step 7 : To perform prediction analysis, divide the 

data into train and test set, Train the binomial 

logistic regression model using train set. 

Step 8 : Predict the class of test set using the trained 

model. 

Step 9 : Evaluate the performance of the regression 

model. 

 

The dataflow for Risk factor analysis model is as 

shown in Figure 1 and Prediction Analysis is done as 

shown in Figure 2. 
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The correlation among 30 predictor variables D(x1, 

x2, ....., x30) along with the response variable y is 

identified. In general, the correlation of two 

variables X,Y is given as in (1) 

 

 cor(X,Y) = P(XUY)/P(X)P(Y)                                   (1) 

 

If the correlation value of x and y is between 0 to 1 

then they are said as positively correlated which in 

turn indicates the increase in variable x will result in 

increase of variable y. According to the parameters 

we have considered in the data, we find there exists 

positive correlation between attributes such as 

forgets friends names and forgets family names with 

correlation co efficient 0.66. The highest positive 

correlation is found to be between attributes forgets 

when last saw informant and forgets where he/she is 

with the value of the correlation co-efficient 0.8. 

 
Figure  1.  Risk factor Analysis Model 

 

If the correlation value of x and y is between -1 to 0 

then they are said to be negatively correlated which 

in turn indicates increase in variable x will result in 

decrease of variable y. According to the attributes we 

have considered, there exists a negative correlation 

between irritability and forgets what did previous 

day attributes with negative correlation coefficient of 

-0.04. Few attributes such as depression and 

difficulty completing chores, gets lost inside house 

and apathy are found to be least correlated. Thus the 

inter relationship between the 30 predictor attributes 

can be found out using the correlation analysis. 

 

Logistic regression gives the quantified value to 

measure the strength of relationship among the 

attributes of the data. The logistic regression is 

concerned only about the probability of the outcome 

dependant variable. The expression of regression 

model of our research can be written as in (2). 

 

y = f(x1, x2, ........, x30) + ↋                                        (2) 

 

where y is dependant(response) variable and 

x1,x2,.......,x30  are independent(predictor) variables. 

↋ is the standard error associated with analyzing the 

association of attributes with the class attribute-

memory deterioration. The results of the regression 

analysis consists of estimated co-efficient, standard 

error associated with the co efficient, z value which 

indicates the ratio of estimated value and error value 

and pr value which indicates the significance of the 

attributes. 

 

Table 1 consists of the values of attributes such as 

forgets where things are put, loses places in 

conversation and difficulty handling money. 

 

 
Figure  2.  Prediction Analysis Model 

 

The binomial logistic regression model considers the 

attributes of high significance that is the attributes 

having pr value less than 0.05 as the subset such as 

forgets where things are kept, loses place in 
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conversation are found to highly significant 

attributes in predicting the presence of disease. The 

prediction of the test set is done using the regression 

values obtained from the attributes and the trained 

model assigns the class. In our case, the binomial 

logistic regression has class variable memory 

deterioration with categorical values 0 or 1. 

 

The importance of the features can be measured and 

ranked by using Random Forest algorithm. 

Considering the data with 30 attributes, the 

importance of each attribute is calculated using the 

mean squared error obtained during the fitting 

process. 

Table 1. Regression Values Of Attributes 

Attribute 

name 

Estimate Standard 

error 

Z 

value 

Pr 

value 

Forgets 

where 

things are 

kept 

1.21e+00 2.23e-01 5.44 5.16e-

08 

Loses place 

in 

conversation 

1.03e+00 4.35e-01 2.37 0.01 

Difficulty 

handling 

money 

1.91e+00 9.98e-01 1.91 0.05 

 

The tree is formed fitting the values of regression and 

the error associated with it is calculated. The 

difference in error values obtained are averaged and 

the importance score is obtained. Attributes with 

high scores such as forgets where things are kept, 

forgets where things are put, loses place in 

conversation, forgets friends names, general decline 

in mental function are ranked as important than 

attributes with the low scores such as past history of 

family. 

 

III. RESULTS AND DISCUSSION 

 

The highest correlation value was found to be 0.8 

between the attribute forgets when last saw 

informant attribute and forgets where he/she is 

attribute. Difficulty coping with change in routine 

and difficulty handling money has correlation 

coefficient of value 0.76. Attributes like gets lost in 

the house and difficulty completing chores, apathy, 

irritability are found to be least correlated. 

 

The Logistic Regression on the data identified 

attributes such as Forgets where puts things, forgets 

friends names, loses place in conversation, difficulty 

handling money as the high risk factors as their 

significance values are less than 0.05. The attributes 

such as dwells on past and past history of family are 

not considered as risk factors as the pr value of those 

attributes are higher making them least significant. 

The Random Forest ranks and orders the attributes 

based on values of percentage increase in mean 

squared error. The attributes such as forgets where 

things are put, forgets where things are kept, loses 

place in conversation, forgets friends names, forgets 

family names, general decline in mental function are 

ranked highest. The past history of the family 

attributes are ranked last in the analysis.  

 

 
Figure  3.  Correlation Plot of all the attributes  

 

The performance of the binomial logistic regression 

is evaluated using the Receiver Operating 

Characteristic (ROC) curve as shown in Figure 5. 

The curve is plotted with true positive rate against 

the false positive rate. 

 

The Area Under the Curve (AUC) should be greater 

than 0.5 in order to call classifier as a good one. Here, 

the area under curve is found to be 0.72 which in 
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turn indicates that the classifier model is efficient. 

The Accuracy of the model is found to be 88.72%. 

The results help in early diagnosis of cognitive 

impairment in patients which may lead to 

Alzheimer’s disease in future [17 18]. 

 

 
Figure  4.  Variable importance plot obtained by Random 

Forest 

 
Figure  5.  ROC Curve to evaluate the performance 

 

IV. CONCLUSION 

 

Correlation analysis is done in order to find the 

relationship between the attributes of MYNAH 

dataset. The symptoms identified and their 

correlation indicate the association of them with 

causing the memory deterioration. The Logistic 

Regression and Random Forests results give us the 

important risk factors of memory deterioration. The 

Random Forest ranks many attributes as risk factors 

when compared to regression. The binomial 

regression model identifies the subset of risk factors 

and does the prediction with better accuracy in 

population based epidemiological studies.  

 

V. FUTURE ENHANCEMENT 

 

In future analysis, we intend to implement PCA 

in order to optimize the number of risk factors 

responsible for a person having or prone to get 

memory deterioration. The prediction analysis 

can also be done using other classifiers such as 

decision trees, support vector machine and 

others. A comparative study on the results of 

different classifiers can be done in order to 

predict the presence of various diseases using 

EHR.  
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