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ABSTRACT 

 

Learning efficient options illustrations and equivalency metric measures are imperative to the searching 

performance of a content-based image retrieval (CBIR) machine. Despite in depth analysis efforts for many 

years, it remains one amongst the foremost difficult open issues that significantly hinders the success of real- 

world CBIR systems. The key issue has been associated to the commonly known “linguistic gap” problem that 

exists between low-level image pixels captured by machines and high-level linguistics ideas perceived by 

humans. Among varied techniques, machine learning has been actively investigated as a potential direction to 

bridge the linguistics gap in the long run. Motivated by recent success of deep learning techniques for computer 

vision and other applications, In this paper, we'll conceive to address an open problem: if deep learning could 

be a hope for bridging the linguistics gap in CBIR and the way a lot of enhancements in CBIR tasks may be 

achieved by exploring the progressive deep learning methodologies for learning options illustrations and 

equivalency measures. Specifically, we'll investigate a framework of deep learning with application to CBIR 

tasks with an extensive set of empirical studies by examining a progressive deep learning technique 

(Convolutional Neural Networks) for CBIR tasks in varied settings. From our empirical studies, we found some 

encouraging results and summarized some vital insights for future analysis. CBIR tasks may be achieved by 

exploring the progressive deep learning techniques for learning options illustrations and equivalency measures. 
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I. INTRODUCTION 

 

The search performance of a content-based image 

retrieval machine is crucially dependent on the 

options illustrations and equivalency measure. 

 

Recent years have witnessed some vital advances of 

new techniques in machine learning. One vital 

breakthrough technique is understood as “deep 

learning”, which incorporates a family of machine 

learning algorithms that conceive to model high-level 

abstractions in knowledge by using deep 

architectures composed of multiple non-linear 

transformations [5, 11]. In contrast to standard 

machine learning strategies that are usually 

employing “shallow” architectures, deep learning 

mimics the human brain that's organized in a very 

deep design and processes data through multiple 

stages of transformation and illustration. By exploring 

deep architectures to learn options at multiple level 

of abstracts from knowledge in an automated manner, 

deep learning strategies permit a system to learn 

complicated functions that directly map raw sensory 

input file to the output, while not counting on 

human-crafted options employing domain 

information. Several recent studies have reported 

encouraging results for applying deep learning 

techniques to a range of applications, in the domain 
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of speech recognition [16, 55], visual perception [26, 

56], and natural language process [19, 34], among 

others. 

 

Inspired by the success of deep learning, during this 

paper, we conceived to explore deep learning 

methodologies with application to CBIR assignments. 

Despite abundant analysis attention of applying deep 

learning for image classification and recognition in 

computer vision, there's still restricted quantity of 

attention specializing in the CBIR applications. In 

this research paper, we'll investigate deep learning 

strategies for learning feature representations from 

pictures and their similarity measures towards CBIR 

tasks. 

 

II. RELATED WORK 

 

Our analysis lies within the interaction of deep 

neural networks learning, content-based image 

retrieval and distance metrics learning. We'll briefly 

review every group of connected work below. 

 

2.1 Content-Based Image Retrieval 

 

Content-based image retrieval (CBIR) is one amongst 

the elemental analysis challenges extensively studied 

in multimedia system community for many years [30, 

25, 45]. CBIR aims to go looking for pictures 

through analyzing their visual contents, and so image 

illustration is the very crux of CBIR. Over the past 

decades, a range of lowlevel feature descriptors have 

been proposed for image illustration [21], starting 

from global options, like color options [21], edge 

options [21], texture options [32], GIST [36, 37], and 

CENTRIST [49], and recent local feature 

representations, like the bag-of-words (BoW) 

models [44, 54, 50, 51] employing native feature 

descriptors (eg. Speeded-up robust features etc.). 

Standard CBIR approaches typically select rigid 

distance functions on some extracted low-level 

options for multimedia system similarity search, like 

Euclidean distance or cos similarity. However, the 

fixed rigid similarity/distance operation might not be 

continually optimum to the advanced visual image 

retrieval tasks because of the grand challenge of the 

linguistics gap between low-level visual options 

extracted by computers and high-level human 

perceptions. 

 

Hence, recent years have witnessed a surge of active 

analysis efforts in the designing of varied 

distance/similarity measures on some low-level 

options by exploring machine learning techniques [35, 

7, 6]. Among these techniques, some works have been 

centered on learning to hashing or compact codes [41, 

35, 23, 57, 58]. For instance, Norouzi et al [35] 

proposed a mapping learning methodology for large 

scale multimedia system applications from high-

dimensional knowledge to binary codes that preserve 

linguistics similarity. Jegou et al [23] adopted the 

fisher kernel to combine native descriptors and 

adopted a joint dimension reduction so as to scale 

back a picture to some dozen bytes while maintaining 

high accuracy. A different way to reinforce the 

feature illustration is distance metric learning (DML), 

as discussed thoroughly as follows. 

 

2.2 Distance metric Learning 

Distance metrics learning for image searching is 

intensively studied in each of multimedia system 

retrieval communities and machine learning [12, 2, 

48, 29, 15, 47, 33, 46]. In the following, we'll briefly 

discuss various groups of existing work for distance 

metrics learning categorized by different customized 

training principles and settings. In terms standard 

training knowledge formats, most existing DML 

studies usually work with two sorts of knowledge 

(a.k.a. aspect information): pairwise constraints 

where must-link constraints and cannot-link 

constraints are given and triplet constraints that 

contains an identical pair and a dissimilar pair. 
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There have been studies that directly use the 

category labels for DML by following a typical 

machine learning theme, like the Large Margin 

Nearest Neighbor (LMNN) algorithmic program [48], 

that however isn't basically completely different. In 

terms of various learning approaches, distance 

metric learning techniques are generally classified 

into two groups: the global supervised approaches [2, 

18] that learn a metric on a global setting by 

satisfying all the constraints at the same time, the 

native supervised approaches [48, 12] that learn a 

metric on the native sense by only satisfying the 

given native constraints from neighboring data. In 

terms of learning methodology, most existing DML 

studies usually use batch learning strategies which 

frequently assume the entire array of standard 

training knowledge should be provided before the 

learning task and train a model from scratch. In 

contrast to the batch learning strategies, so as to 

handle large-scale knowledge, online Decentralized 

Machine Learning algorithms are being recently 

studied. The key concept of distance metric learning 

is to learn an optimum metric that minimizes the 

gap between similar pictures and at the same time 

maximizes the gap between dissimilar pictures. In 

this analysis condition, another technique named 

similarity learning is closely associated with distance 

metric learning. As an example, Chechik et al. 

proposed an Online Algorithmic rule for scalable 

image similarity (OASIS) [7] for bettering image 

retrieval performance. 

 

III. IMAGE DATASETS 

 

Our empirical studies aim to guage the performance 

of the three feature generalization schemes based on 

completely different image datasets, including the 

overall image information “ImageNet”, the item 

image information “Caltech256”, the landmark 

image datasets “Oxford” and “Paris”, and also the 

facial image dataset “Pubfig83LFW”. We'll briefly 

introduce each of them as follows. 

ImageNet: A large-scale dataset with over fifteen 

million labelled high-resolution pictures belonging 

to roughly 22,000 classes. the pictures were collected 

from the internet and labelled by human labelers by 

the help of Amazon’s Mechanical Turk crowd-

sourcing tool. Beginning in 2010, as a part of the 

Pascal Visual Object Challenge, an annual 

competition known as the ImageNet Large-Scale 

Visual Recognition Challenge (ILSVRC) has been 

held. ILSVRC uses a smaller set of ImageNet with 

roughly 1,000 pictures in each of 1,000 classes. In all, 

there are roughly 1.2 million standard training 

pictures, 50,000 validation pictures, and 150,000 

testing pictures. ImageNet Large Scale Visual 

Recognition Challenge 2012 (ILSVRC2012) set is the 

basis of training of the Deep Convolutional Neural 

Network (CNN) model in our framework. 

 

Caltech256: contains 30,607 pictures of objects, that 

were obtained from Google image search and from 

PicSearch.com. Pictures were allotted to 257 classes 

and evaluated by humans so as to confirm image 

quality and relevancy. 

 

Oxford: contains 5,063 high resolution pictures that 

were automatically downloaded from Flickr. It 

defines fifty five queries used for analysis, that 

consists of five for each of the eleven chosen Oxford 

landmarks. It's quite difficult because of substantial 

variations in scale, viewpoint and lighting conditions. 

 

Paris: is analogously to the previous “Oxford” datasets. 

Its 6,392 pictures were obtained from Flickr, and 

there also are fifty five queries for analysis. Since it 

contains pictures of Paris it's thought of to be an 

autonomous dataset from “Oxford”. 

 

Pubfig83LFW: is an open-universe online facial image 

dataset [4], which mixes 2 commonly used face 

databases: PubFig83 [27] and LFW [20]. The eighty 
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three people from PubFig represent the demo pictures 

and standard training gallery, and every one of the 

remaining people from LFW represent the distractor 

gallery or background faces. All the faces from each 

individual in PubFig83 are at random divided into 

two-third standard training faces and one third demo 

faces. All overlapping people from LFW are manually 

removed, and also the left LFW dataset is employed as 

distractors to PubFig83. All the facial pictures are 

resized to 250×250, and only the facial pictures that 

could be detected by a series enterprise software 

system remained. In summary, the PubFig83+LFW 

dataset has 83 people with 8,720 faces for standard 

learning and 4,282 faces for testing and over 5,000 

people from LFW with 12,066 faces for background 

and distractor faces. 

 

 

 
 

IV. EXPERIMENTS 

 
In this section, we'll design an extensive set of 

experiments to guage the performance of deep 

learning techniques for CBIR tasks. Specifically, the 

first experiment is to look at how the deep CNN 

model performs for CBIR tasks on an equivalent 

dataset that was employed to train the model, and 

then the rest experiments aim to check the 

generalization of the pre-trained deep model to CBIR 

tasks on different new domains, which might be a 

lot different from the standard training knowledge 

used for coaching the initial CNN models. For 

performance analysis metrics, we've used use 3 

conventional analysis measures commonly employed 

in CBIR tasks, namely the mean average preciseness 

(mAP), the preciseness at specific ranks (“P@K”), and 

the recall at specific ranks (“R@K”). 
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4.1 Experiment on ImageNet 

 

In this experiment, we'll aim to guage the CBIR 

performance by the use of methodology I. We'll 

assess the retrieval performance on the ILSRVC 2012 

dataset. We'll use the 50,000 validation pictures as 

question set, and search on the 1.2-million standard 

training image set. We'll then compare methodology I 

with various bag-of-words (BoW) feature 

representations, that are commonly used for large-

scale image retrieval. Among these BoW options, 

“BoW.1200” and “BoW.4800” are extracted by other 

groups. Table 1 shows the observations and results of 

our experiment. The Figure shows the results of 

various image retrieval queries on the ImageNet 

dataset. 

 

Several observations are achieved from the results. 

Firstly, we could observe that this is an awfully 

difficult CBIR task. The most effective BoW feature 

illustration based on a codebook with the vocabulary 

size 1,000,000 could only accomplish the mAP of 

0.0016, and also the performance of global GIST 

feature is even worse. The results of “BoW.1200” and 

“BoW.4800” are generated based on the options freed 

in other works, that is analogous to the other BoW 

representations generated by ourselves. Secondly, the 

activations based feature vector from the entirely 

connected layer FC1/FC2/FC3 accomplish 

significantly far better results, among which the 

“DF.FC2”(the last hidden layer) achieved the most 

effective performance with top-1 preciseness of 

47.11%. Though the last output layer DF.FC3 is the 

classification output of the Image Web trained CNN 

model, that contains the most effective sematic data, 

it is apparantly not a decent feature illustration for 

CBIR tasks. By examining the typical assessment 

measures: preciseness and recall, we are able to find 

identical observations. The preciseness at specific 

ranks (P@K) = 1 of the last hidden layer “DF.FC2” 

is around 0.471 for K = 1. It suggests that the error 

rate of the closest neighbor classification with K = 1 is 

0.53, that is incredibly near to the classification error 

rate of the ImageNet trained model (0.425). Finally, 

we note that our current experiments didn't add 

additional post processing step to enhance the CBIR 

performance, though some techniques (such as 

“geometric constraint based re ranking” [38] or 

“query expansion” [53]) typically could additionally 

boost the image retrieval performance, but that 

however is out of the scope of this study. 

 

4.2 Experiments on Various CBIR Tasks 

 

In this section, we aim to guage the performance of 

feature illustration schemes in Figure 1(b) on new 

diversified CBIR tasks. Specifically, we examine the 

performance of the models for feature 

representations on 3 completely different CBIR 

tasks: (i) object retrieval tasks employing the 

“Caltech256” dataset, that is an object-based image 

dataset, and different categories are quite distinct; (ii) 

landmark retrieval tasks employing the “Oxford” 

and “Paris” datasets, that contains landmark photos 

where all the photographs are captured in varied 

conditions (scale, viewpoint and lighting conditions); 

and (iii) facial image retrieval tasks employing the 

“Pubfig83LFW” dataset, that is difficult as intra 

category distinction sometimes might be even larger 

than inter category distinction. 

 

V. CONCLUSION 

 

Inspired by recent success of deep learning 

techniques, during this paper, we conceived to 

address the long- standing elementary feature 

illustration drawback in Content-based Picture 

Retrieving. We aim to guage if deep learning could 

be a hope for bridging the linguistics gap in CBIR for 

the long run, and the way a lot of empirical 

enhancements in CBIR tasks could be achieved by 

exploring the progressive deep learning techniques 

for learning equivalency metrics measures and 

options illustrations. Particularly, we investigated a 
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deep learning framework with applications in CBIR 

machine tasks with an extensive set of empirical 

studies by examining a progressive deep learning 

methodology (Convolutional Neural Networks) for 

CBIR tasks in varied settings. The results of the 

studies suggests that: 

 

  
 

(i) deep Convolutional Neural Networks model pre-

trained on a large dataset can be directly used for 

options extraction in new CBIR tasks, the promising 

results on Caltech256 dataset demonstrate that the 

pre trained model are capable to capture high 

linguistics data within the raw pixels; (ii) The options 

extracted by pre-trained CNN model might or might 

not be better than the standard hand- crafted options, 

however with the right set of feature refining 

schemes, the deep learning feature illustrations 

consistently outdo traditional hand-crafted options 

on all datasets; (iii) When being applied for feature 

representation in a brand new domain, we've found 

results that suggest that similarity learning could 

additionally boost the search performance of direct 

options output of pre-trained deep learning models; 

and (iv) Finally, by retraining the deep models with 

classification or similarity learning objective on the 

new domain, we've found that the retrieval 

performance can be boosted significantly which is far 

better than the enhancements generated by “shallow” 

similarity learning. Despite encouraging results 

achieved, we believe this can be simply a starting for 

deep learning with application to CBIR tasks, and 

there are still several open challenges. In future work, 

we are going to investigate additional advanced deep 

learning techniques and assess additional different 

and diversified datasets for more comprehensive 

empirical studies thus as to provide additional 

insights for bringing the linguistics gap of multimedia 

system data retrieval in the future. 
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