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ABSTRACT

The simplest form of health care is diagnosis and prevention of disease. Machine learning (ML) methods help achieve this goal. This project aims to compare method of computer aided medical diagnoses. The first of these methods is to classify disease diagnosis according to their data. This involves the training of an Artificial Neural Network to respond to several patient parameters. And also comparing various classification methods the purpose research classifier classifies the patients in two class first is malignant and second is benign.
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I. INTRODUCTION

Any classification method uses a set of features or parameters to characterize each object, where these features should be relevant to the task at hand. We here we consider the method of controlled classification, that is, the human-expert has determined the class that can assign the object, and also provides a set of samples of the object with the known class. This set of known objects is called a training set because the categorizer uses it to learn how to classify objects. There are two stages to building a classifier. In the training phase, training set is used to determine how to weigh and combine parameters to separate objects of different categories[3]. In the application phase the weights defined in the training set are applied to a set of objects with no known classes to determine what their class might be. ML techniques were introduced in the recent years. These Method can be used for finding frequent patterns in a huge database and derive useful knowledge from it. Classification, Association and Clustering are the Three categories algorithm in machine learning Each of these has a unique set of guidelines when applied on clinical data [4]. Effective use of these techniques will help derive significant knowledge.

II. METHODS AND MATERIAL

Classifiers

A. Neural Network

There are a number of standard classification methods in use. Probably neural network methods are most widely known. Applied neural network method to solve the problem of galaxy classification on digital photo plates range. The biggest advantage of neural network methods is that they are common: they can handle problem with a large number of parameters and can classify objects well. Even the distribution of objects in the N-dimensional parameter space is very difficult. The disadvantage of neural networks is that it is very good., especially during the training and application phases. Other significant disadvantage of neural network is that it is very difficult to determine how the net is making its
decision. Consequently, it is hard to determine which of the image features being used are important and useful for classification and which are worthless. As I discuss below the choice of the best features is an important part of developing a good classifier, and neural nets do not give much help in this process.

B. Logistic Regression

Logistic regression is a powerful statistical method that can model binomial results with one or more explanatory values (value 0 or 1, for example, the presence or absence of disease). See two main advantages of logistic regression over Chi2 or Fischer’s exact test. The first is you can include more than one explanatory variable (dependent variable) and those can either be dichotomous, ordinal, or continuous. The second is that logistic regression provides a quantified value for the strength of the association adjusting for other variables (removes confounding effects). The exponential of coefficients correspond to odd ratios for the given factor.

C. Support Vector Machines

Support vector machines are conceptual planes that define decision boundaries. A decision plan is a plan that separates a set of objects with different class attributes. (SVM) is first and foremost a classification method that performs classification tasks by constructing hyperplanes in multidimensional space. Cases of different class labels. SVM supports both regression and classification tasks and can handle multiple continuous and categorical variables.

D. K Nearest Neighbor

A very simple classifier can be based on a nearest-neighbor approach. In this method, one simply finds in the N-dimensional feature space the closest object from the training set to an object being classified. Since the neighbor is nearby, it is likely to be similar to the object being classified and so is likely to be the same class as that object. The advantage of the nearest neighbor method is that they are easy to implement. If you carefully select objects and carefully weigh them when calculating distances, they can also give fairly good results. The nearest neighbor approach has several serious drawbacks. First, they (such as neural networks) do not simplify the distribution of objects in the parameter space with a clear set of parameters. Instead, the training set is completely saved as a description of the object distribution of objects in parameter space to a comprehensible set of parameters. Instead, the training set is retained in its entirety as a description of the object distribution. There Some refinement techniques can be used in the training set, but the results are usually not a compact description of the object distribution. If there are many examples in the training set, the method is also quite slow. The most serious shortcoming of the nearest neighbor method is that they are very sensitive to the existence of unrelated parameter. Adding single parameter with random values for all objects (so it won’t separate classes) will cause these methods to fail.

DATA DESCRIPTION

A. Data set

In order to understand more about the Medicare data, the CSV files provides with a different parameter which describes the data. Deeper understanding on this using following parameter

B. Parameters

- Area mean, Texture se
- Smoothness mean, Smoothness se
• Compactness mean, Compactness se
• Concavity mean, Symmetry e
• Concave points mean, Fractal dimension se
• Symmetry mean, Area worst
• Fractal dimension mean, Perimeter worst
• Radius se, Perimeter se.

III. Proposed Approach

The schematic diagram in results section gives the detailed design of the proposed approach. The proposed approach has two main phases training and testing. The training phase has the following steps:

A. Classification-Training Phase

Classification is a ML technique that is used to accurately predict a target class. Classification has a training phase in which the classification algorithm find the connection between the attributes and predicts the target class. There are several classification algorithms like SVM, logistic regression, neural networks etc. This model is tested in the Testing phase

B. Testing Phase

Data from a new sample is tested. Then same steps of data definition and data extraction are followed. This data sample is then tested using the prediction model based on two performance measures which is accuracy and confusion matrix. This procedure is repeated.

IV. RESULT ANALYSIS

Result

After applying the procedure based on the ML techniques for the 11 chronic diseases, the accuracy of the classifier For training and testing phase results are different for various classifiers. For the testing data it is observed that for most of

the accuracy is between 80-90%. Two stages malignant and benign have accuracy above 90% for the test data in Neural Networks.

Fig 1. Training and testing data statistic

Table 1 : Result

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Predicted Classes</th>
<th>Total patients</th>
<th>Benign</th>
<th>Malignant</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td></td>
<td>569</td>
<td>357</td>
<td>212</td>
</tr>
</tbody>
</table>

V. FUTURE WORK AND CONCLUSION

The paper has explored the CSV dataset based on the excel file, The data was restructured and extracted based on classes diseases diagnosis codes. Then need
to apply various classification algorithms to get best classification rate for each classification method was justified by analyzing the number of diagnostic tests actually done by the classifier. Then ML techniques were applied to derive the classes between malignant and benign. Set of diagnostic codes were obtained for classes in the training phase. These codes were tested on a test data sample using accuracy and confusion matrix as the performance metric. It was understood that these results set of classifier gives more accurate result. The prediction model explores all data sets parameters. This research work provides the classified patients in two classes which are malignant and benign. Also there possible occurrence.
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