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ABSTRACT 

 

This paper provides different kinds of techniques for lossless data compression 

and comparison between them. By eliminating redundant bits, data 

compression decreases the file size. In order to reduce the capacity needed for 

that data, it decreases the redundant bits in data representation and thus uses 

the bandwidth effectively to reduce the communication cost. Compression of 

data saves file volume, network bandwidth and speeds up the transfer speed as 

well. Lossless and Lossy are the two techniques for data compression. Lossless 

compression maintains the data properly. 

Keywords : Huffman Coding, Shannon-Fano Coding, Compression, Lossless, 
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I. INTRODUCTION 

 

Data compression is a method to compress different 

types of files like text, audio, video such that the 

original file can be recovered without any data loss. If 

someone wants to save lots of storage space, this 

method is useful. It is very convenient to share the 

compressed file over the internet with the help of the 

compression, it reduces the size of file so it can be 

uploaded or downloaded much faster. Data 

compression is so much important for file storage and 

distributed systems. There are two types of Data 

Compression techniques: Lossy Techniques & 

Lossless Techniques. The compression process in 

which certain bits or portions of data are omitted is 

called lossy data compression. And the compression 

method in which the data or information size is 

compressed without any loss of bits is known as 

lossless data compression. 

 

 

 
Fig. 1 Compression and Decompression Process 

 

Data compression is the method of compressing data 

or file to less size than the original file, so it reduces 

storage space and transmission time for transmitting 

file over the network. Data compression is practicable 

since many redundant bits are found in most real-

world data. To convert data from a simple-to-use 

format to one optimised for compactness, data 

compression is used. An uncompressing algorithm 

likewise returns the data to its original state. 

Different types of algorithms are used for data 

compression some of them are Arithmetic Encoding, 
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Shannon-Fano, Huffman Coding, and RLE (Run 

Length Encoding). 

 

II. DIFFERENT TYPES OF DATA COMPRESSION 

 

There are basically two types of techniques available 

for compression: lossy and lossless. Each technique 

has same aim to reduce the file size. 

 

 

 

 

 

Fig. 2 Types of Compression 

A. Lossy Compression 

A way of data compression in which some volume of 

data or data is lost is known as Lossy Compression. 

For some applications, some loss of information 

(some bits) is appropriate. In such instances, methods 

of lossy compression can be used. In order to produce 

the picture in real time in video conferencing where 

there is a reasonable amount of frame losses. The loss 

of information might be in the form of colour depth 

or graphic information. The process of lossy 

compression searches for 'redundant' pixel and 

discard this information permanently. Lossy 

compression methods are not used for text-based data, 

because it needs to retain all their data. Lossy data 

compression is used for MP3, JPEG, MPEG and 3GP, 

etc. 

Fig. 3 Process of lossy Compression 

B. Lossless Compression 

Lossless compression reduces the size of a file without 

any damage or loss to the file or reduction in quality. 

In this data is compressed without any loss of data 

(bits). When it is decompressed the original data or 

bits are retrieved. It is applied where original bits are 

necessary. Mostly, it is applicable on text document 

files and spreadsheet, etc where the data or 

information is very important. The advantage of 

lossless compression is that it maintains quality of the 

data and on contrary it does not reduce too much size 

of the file. 

 

 

 

Fig. 4 Process of Lossless Compression 

The Lossless data compression techniques can be 

categorised as : 

 

 

 

 

 

 

 

 

Fig. 5 Types of Lossless data Compression 

1. Entropy Based Encoding 

Entropy encoding is a type of lossless coding that 

represents frequently occurring patterns with few 

bits and rarely occurring patterns with many bits to 

compress digital content. Huffman coding is a type of 

entropy coding in which an entropy coder is a 

general method of lossless data compression that 

encodes symbols by using several bits that are 

inversely proportional to the symbols' likelihood. A 

term used to describe certain compression algorithms 

or techniques that operate based on the distribution 

of probability of Huffman coding source symbols. 

Entropy encoding is the backbone of Huffman coding, 

Arithmetic coding and Shannon-Fano coding. 
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2. Dictionary based encoding 

The dictionary-based algorithms encode symbol 

strings of random length as single tokens. The 

encoder finds the exact match pair of strings from the 

original text in the dictionary and if this match is 

found, it replaces it with the dictionary pair. 

 

III. DATA COMPRESSION ALGORITHM 

 

A. Huffman Coding 

In 1952, David Huffman discovered the Huffman 

coding algorithm. Huffman encoding is a binary code 

tree generation method. This ensures that each 

symbol's probability of occurrence results in the 

length of its code. Several data formats, such as ZIP, 

GZIP and JPEG, include Huffman codes. It is a 

sophisticated and effective technique for lossless data 

compression. In this encoding system, the shortest 

binary code is the symbol with the highest 

probability, and the longest binary code is the symbol 

with the lowest probability. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5 Binary Tree 

B. Run Length Encoding 

Run length RLE (Run Length Encoding) is an 

algorithm for lossless data compression. Sequences of 

similar bytes are often found in data or information. 

A reduction in data can be accomplished by replacing 

these repetitive byte sequences with the number of 

occurrences. By reducing the physical size of a 

repeated string of characters, RLE compresses the size 

of data. The repeating string is known as a run that is 

usually encoded in two bytes where the first byte 

shows the total number of characters in the run, 

which is the run count, and replaces runs of two or 

more of the same character with a number 

representing the run length that will be followed by 

the original characters, and single characters are 

coded as runs of 1. The text containing the space 

character is a symbol; it ignores single blanks or pairs 

of blanks. RLE is useful where data redundancy is 

high, or it can also be used in conjunction with other 

methods of compression. 

 

Example of RLE: 

 

• Input string: 

RRRRRRRRRRYYYBBCCCCDEEEEEE 

• Output String: 10R3Y2B4C1D6E 

 

The disadvantage of the Run Length Encoding 

Algorithm is that, it does not achieve high 

compression ratios as compare to other algorithm, but 

the benefit of Run Length Encoding is very easy to 

implement and fast to execute, making it a good 

alternative for a complex compression algorithm. 

C. Shannon Fano Coding 

This technique for data compression is discovered by 

Claude Shannon and Robert Fano in 1949. In this 

process, a binary tree is generated that shows the 

probabilities of each symbol that occurs. The symbols 

are ordered as per their occurrences means the 

symbols at the top of the tree appear most and the 

symbols at the bottom are the least likely. 

 

In general, Shannon-Fano coding does not provide 

any guarantee that an optimal code will be generated. 

Shannon-The Fano algorithm is more successful 

when the probabilities are much closer to 2 power 

inverses. 
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D. Arithmetic Coding 

An optimal entropy coding technique or scheme is an 

arithmetic coding algorithm as it provides the best 

compression ratio and produces better results than 

Huffman coding. When a string is converted to 

arithmetic encoding, the characters with the highest 

occurrence are stored with less bits and the 

characters that do not occur so much are stored with 

more bits, resulting in less bits being used in overall. 

Arithmetic encoding transforms the stream of input 

symbols to the output as a single floating-point 

number. Arithmetic coding does not separately 

encode each symbol like Huffman Coding. Each 

symbol is coded by considering all the prior 

information. Thus, from the outset, a data stream 

encoded in this fashion must always be read. 

Consequently, it is difficult to provide random access. 

E. LZ77 

The dictionary-based scheme was invented in 1977 

for lossless data compression by Jacob Ziv and 

Abraham Lempel, which is called LZ77. LZ77 is the 

most likely compression algorithm. It is the 

compression process, on which applications such as 

PkZip and a few other algorithms are based. It 

exploits the fact that it is likely to repeat words and 

phrases inside a text file. It can be encoded as a 

reference to an earlier case, if the text includes a 

repeat, accompanied by a pointer with the number of 

characters to match. It is very effective and simple 

approach that does not require any prior knowledge 

of the source, does not seem to require any 

assumptions about the source's characteristics. In this 

approach, the dictionary acts as a portion of the 

previously encoded sequence. By pressing into the 

sliding window service that consists of two parts, the 

encoder analyses the input sequence: first is the 

search buffer, and then Look-ahead buffer. A portion 

of the newly encoded sequence holds by search 

buffer, while the next portion of the sequence to be 

encoded is holds by look-ahead buffer. With the start 

of the look-ahead buffer, the algorithm finds the 

sliding window for the longest match and provides a 

pointer to that match. There could be no match at all, 

so the output cannot only contain pointers. The series 

is encoded as a triple <o, l, c> in the LZ77 algorithm, 

where 'o' stands for an offset to the match, 'l' 

represents the match length, and 'c' represents the 

next symbol to be encoded. In the absence of a 

match, the null pointer is created as the pointer 

(offset and match length equal to 0) and the first 

symbol in the look-ahead buffer, i.e. (0, 0"character'). 

The offset values must be limited to certain 

maximum constants for a match and length. In 

addition, the compression efficiency of the LZ77 

depends on these values. 

F. LZ78 

The LZ78 is LZW is dictionary based compression 

technique instead of a statistical model. The 

dictionary is a set of possible words of a language, and 

is stored in a table like structure and used the indexes 

of entries to represent larger and repeating dictionary 

words. The Lempel-Zev Welch algorithm or simply 

LZW algorithm is one of such algorithms in which a 

dictionary is used to store and index the previously 

seen string patterns. In the compression process, 

those index values are used instead of repeating the 

string patterns. The dictionary is generated 

dynamically in the process of compression and no 

need to transfer it with the encoded message for 

decompressing. In the decompression process, the 

same dictionary is generated dynamically. Therefore, 

this algorithm is known as an adaptive compression 

algorithm. 

G. LZW 

LZW is dictionary based compression technique 

instead of a statistical model. The dictionary is a set of 

possible words of a language, and is stored in a table 

like structure and used the indexes of entries to 

represent larger and repeating dictionary words. The 

Lempel-Zev Welch algorithm or simply LZW 
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algorithm is one of such algorithms in which a 

dictionary is used to store and index the previously 

seen string patterns. In the compression process, 

those index values are used instead of repeating the 

string patterns. The dictionary is generated 

dynamically in the process of compression and no 

need to transfer it with the encoded message for 

decompressing. In the decompression process, the 

same dictionary is generated dynamically. Therefore, 

this algorithm is known as an adaptive compression 

algorithm. 

 

IV. LITERATURE REVIEW 

 

In [1] reviews of different basic lossless data 

compression methods are given. Lossless compression 

algorithm is described in brief. This paper 

concentrates on different methods of data 

compression, such as dictionary-based and entropy-

based. The Shannon Fano and Huffman encoding 

algorithms are the two approaches that are better 

than the RLE algorithm in the entropy-based 

technique. But both the Shannon Fano and Huffman 

compression algorithms are almost the same, but the 

Huffman coding algorithm is stronger than the 

Shanon-Fano algorithm, and the LZW approach 

provides the best and most reliable result in the 

dictionary-based compression algorithm. 

 

In [2], Run Length Encoding is addressed as a 

successful compression technique in the case of 

symbols or data being repeated consecutively. This 

compression technique does not work properly if 

there is no repetition of the data. Huffman coding is a 

better method for compression than Shannon Fano 

coding. The most efficient coding technique is 

arithmetic coding, and instead of replacing a stream 

of input data with a floating number as output, it 

does not replace every bit with a codeword as other 

approaches. A message or information is represented 

by a half-open interval [a, b] in the arithmetic coding 

algorithm, where a and b are real numbers between 0 

and 1. The arithmetic coding compression ratio is 

higher than coding with Huffman compression and 

Shannon Fano. It also reduces the bandwidth of the 

channel and transmission time. 

 

In [5], the paper addresses and analyses the various 

forms of lossless compression methods by analyzing 

their parameters of measurement. The Lempel ziv 

method demonstrates better output than the RLE and 

Huffman encoding from the study. A strong 

compression ratio of about 4:1 compression with 76.9 

percent space saving has been achieved by the 

Lemphel ziv compression process. The analysis shows 

that Lempel Ziv, in terms of compression ratio and 

space saving, is appropriate to accelerometer data. So 

it won't take extensive bandwidth to send the 

transmitter to the receiver with the humongous data. 

In [6], three lossless data compression algorithms are 

discussed in the paper, such as Huffman coding, 

Arithmetic encoding, and Lempel Ziv Welch coding. 

It's quick to implement Huffman encoding. It has 

some disadvantages, such as that the Huffman 

algorithm is relatively slow and relies on a statistical 

data model. Because of the various code lengths, 

decoding is difficult. It's overhead, due to the 

Huffman tree. It uses a fraction to represent the 

whole source message in Arithmetic encoding. The 

ease of adaptation, in which adaptation is the 

adjustment of the frequency (or probability) tables 

when processing the data, has one advantage over 

other similar data compression techniques. Some of 

the drawbacks of Arithmetic encoding are that in 

order to start decoding the symbols, the entire 

codeword must be obtained, and if codeword 

contains some corrupt bit, then the whole message 

could become corrupt. The Lempel Ziv Welch 

algorithm is easy to implement and achieves a high 

degree of hardware implementation consistency. By 

referencing a dictionary instead of tabulating 

character counts and constructing trees, LZW 

encodes data (as for Huffman encoding). The paper 

concluded that the technique of arithmetic coding 
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works more effectively compared to Huffman coding 

in statistical compression techniques. Arithmetic 

encoding encodes the entire message or data into a 

single number, while Huffman encoding divides the 

input into component symbols and replaces each 

with a code. Arithmetic encoding usually has a st 

ronger compression ratio than Huffman encoding. 

Dictionary-based algorithms such as LZW work 

faster than those based on entropy. Input is processed 

in the dictionary-based algorithm as a sequence of 

characters rather than as bit streams. In the 

compression process, the dictionary is dynamically 

generated. There is no need to move the dictionary 

with the encoded message when decompressing. 

Algorithms that dynamically generate the same 

dictionary are adaptive compression algorithms. 

 

 

V. MEASURING COMPRESSION PERFOMANCE 

 

A. Compression Ratio: It is ratio of the compressed 

file size to the actual file size. 

Compression Ratio = 
Uncompressed Size

Compressed Size
 

B. Space Saving: Space saving is known as the size 

reduction compared to the uncompressed size. 

Space Saving =1- 
Compressed Size

Uncompressed Size
 

VI.  PERFOMANCE ANALYSIS 

 

TABLE I. Comparison between different entropy 

based data compression techniques 

 

Paramete

rs 

Shann

o- 

Fano 

Codin

g 

Huffm

an 

Codin

g 

Run 

Length 

Encodin

g 

Arithm

etic 

Coding 

Original 

File Size 

(in KB) 

2253 2253 2253 2253 

Compress

ed File 

Size (in 

KB) 

680 616 947 1126 

Compress

ion Ratio 
30.18 27.34 42.03 50 

Space 

Saving 

(%) 

70 72.65 57.96 50 

 

TABLE III. Comparison between different 

dictionaries based data compression techniques 

 

Parameters LZ77 LZ78 LZW 

Original File 

Size (in KB) 
2253 2253 2253 

Compressed 

File Size (in 

KB) 

669 1023 421 

Compression 

Ratio 
29.69 45.40 18.68 

Space Saving 

(%) 
70 54.59 81.31 

 

VII. CONCLUSION 

 

To decrease the file size, compression techniques are 

used. There is no loss of original bits after 

decompression in Lossless Data Compression. This 

paper introduces different kinds of techniques for 

compressing data. This paper gave an overview of the 

various algorithms for lossless data compression. In 

this paper, the main emphasis is on explaining 

different methods of data compression, such as 

dictionary-based and entropy-based. The Lempel-

Ziv-Welch (LZW) method shows better efficiency 

(81.31 percent saving spaces) than the other lossless 

data compression techniques after the performance 

review of various different lossless data compression 

techniques. 
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