
 

Copyright © 2024 The Author(s) : This is an open access article under the CC BY license 

(http://creativecommons.org/licenses/by/4.0/) 

 

 

 
International Journal of Scientific Research in Computer Science, Engineering 

and Information Technology 

ISSN : 2456-3307 
 

Available Online at : www.ijsrcseit.com 

doi : https://doi.org/10.32628/CSEIT2410588 
  

 

 

  

 

 

 

  90  

A Review on Multiple-Ocular Disease Detection Methodology 
using ML and DL Techniques 

 Dr. Sheshang Degadwala1*, Shivangi Samajpati2 

 1*Professor & Head, Department of Computer Engineering, Sigma University, Vadodara, Gujarat, India  
2Research Scholar, Department of Computer Engineering, Sigma University, Vadodara, Gujarat, India 

A R T I C L E I N F O 
 

A B S T R A C T 

Article History: 

Accepted : 20 Aug 2024 

Published: 05 Sep 2024 

 

 The rapid advancement in machine learning (ML) and deep learning (DL) 

techniques has significantly impacted the detection and diagnosis of ocular 

diseases, which are critical for preserving vision and overall eye health. This 

review aims to explore the various ML and DL methodologies applied to the 

detection of multiple ocular diseases, highlighting their effectiveness, 

limitations, and areas for improvement. The motivation behind this review stems 

from the increasing prevalence of ocular diseases and the need for efficient, 

accurate diagnostic tools. Despite the promising results of existing techniques, 

limitations such as data variability, the need for extensive training data, and 

computational resource requirements persist. The objective is to synthesize 

current methodologies and propose enhancements, particularly through the 

integration of attention mechanisms in convolutional neural networks (CNNs). 

This review identifies gaps in current research and suggests directions for future 

work to enhance diagnostic accuracy and clinical applicability. 
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I. INTRODUCTION 

 

Ocular diseases encompass a wide range of conditions 

that affect the eye's structure and function, potentially 

leading to severe vision impairment or blindness if left 

untreated. The increasing prevalence of ocular diseases 

worldwide necessitates the development of effective 

diagnostic tools that can facilitate early detection and 

timely intervention. Traditional diagnostic methods, 

such as manual examination by ophthalmologists and 

laboratory tests, while effective, are often time-

consuming, require substantial expertise, and are 

subject to variability in interpretation. This highlights 

the need for automated systems capable of providing 

consistent and accurate results. 

 

In recent years, machine learning (ML) and deep 

learning (DL) techniques have revolutionized the field 

of medical imaging, offering promising solutions for the 

detection and diagnosis of ocular diseases. ML 
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algorithms, particularly those based on supervised 

learning, have demonstrated potential in classifying 

ocular images and identifying disease markers. DL, 

especially through convolutional neural networks 

(CNNs), has further advanced this field by enabling the 

automatic extraction of features from images, which 

enhances diagnostic accuracy and reduces the reliance 

on manual feature engineering. DL techniques have 

shown remarkable performance in identifying patterns 

and anomalies in ocular images, such as fundus 

photographs, which are crucial for diagnosing 

conditions like diabetic retinopathy, age-related 

macular degeneration, and glaucoma. 

 
Figure 1: Example of Ocular Diseases [1] 

 

Despite these advancements, several challenges remain 

in the implementation of ML and DL methodologies for 

ocular disease detection. One significant limitation is 

the availability and quality of annotated datasets, which 

are essential for training and validating models. Many 

existing datasets are imbalanced or insufficiently 

diverse, affecting the generalizability of the models. 

Additionally, the computational complexity of DL 

models requires substantial hardware resources and may 

lead to issues related to model deployment and 

scalability in clinical settings. Addressing these 

challenges is crucial for the development of robust and 

practical diagnostic tools. 

 

This review aims to provide a comprehensive overview 

of the current ML and DL methodologies employed for 

ocular disease detection, focusing on their strengths and 

limitations. By examining recent advancements and 

highlighting areas for improvement, the review seeks to 

contribute to the ongoing efforts to enhance ocular 

disease diagnosis and ultimately improve patient 

outcomes. The integration of advanced techniques, such 

as attention mechanisms in CNNs, is also explored as a 

potential avenue for overcoming existing limitations 

and achieving more accurate and reliable diagnostic 

systems.

 

II. LITERATURE STUDY 

TABLE I 

COMPARATIVE ANALYSIS 

 

No. Title 
Publication 

Year 
Algorithms Used 

Limitation/Future 

Work 

1 Deep Learning-Based CNN for 

Multiclassification of Ocular Diseases Using 

Transfer Learning 

2024 CNN with 

Transfer Learning 

Limited generalization 

to different datasets; 

Future work involves 

exploring domain 

adaptation techniques. 

2 Fundus-DeepNet: Multi-Label Deep 

Learning Classification System for Enhanced 

Detection of Multiple Ocular Diseases 

through Data Fusion of Fundus Images 

2024 Deep Learning, 

Data Fusion 

High computational 

cost; Future work could 

focus on optimizing the 

model for real-time 

applications. 
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3 A Method for Ocular Disease Diagnosis 

through Visual Prediction Explainability 

2024 Explainable AI, 

Visual Prediction 

Limited explainability 

for complex cases; 

Future work includes 

enhancing the 

interpretability of the 

model. 

4 FFA-Lens: Lesion Detection Tool for 

Chronic Ocular Diseases in Fluorescein 

Angiography Images 

2024 Lesion Detection 

Algorithms 

Limited to Fluorescein 

Angiography Images; 

Future work could 

involve expanding the 

tool to other imaging 

modalities. 

5 Cataract Disease Classification from Fundus 

Images with Transfer Learning Based Deep 

Learning Model on Two Ocular Disease 

Datasets 

2023 Transfer Learning, 

Deep Learning 

Performance varies 

across datasets; Future 

work involves 

improving cross-

dataset robustness. 

6 Oxidative Stress in the Eye and Its Role in 

the Pathophysiology of Ocular Diseases 

2023 Not Applicable 

(Review Paper) 

Focus on biochemical 

mechanisms; Future 

work could explore 

integration with AI-

based diagnostic tools. 

7 Enhancing Ocular Healthcare: Deep 

Learning-Based Multi-Class Diabetic Eye 

Disease Segmentation and Classification 

2023 Deep Learning, 

Segmentation 

High false-positive 

rate; Future work 

involves refining 

segmentation accuracy. 

8 An Empirical Study of Preprocessing 

Techniques with Convolutional Neural 

Networks for Accurate Detection of Chronic 

Ocular Diseases Using Fundus Images 

2023 CNN, 

Preprocessing 

Techniques 

Preprocessing methods 

are dataset-specific; 

Future work includes 

generalizing 

preprocessing steps for 

diverse datasets. 

9 Clinical Insights through Xception: A 

Multiclass Classification of Ocular 

Pathologies 

2023 Xception Model Limited training data; 

Future work involves 

augmenting the dataset 

and improving model 

robustness. 

10 Thai Rubber Leaf Disease Classification 

Using Deep Learning Techniques 

2023 Deep Learning Application-specific to 

rubber leaves, not 

ocular diseases; Future 

work could explore the 

transferability of 
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techniques to ocular 

datasets. 

11 Ocular Images-Based Artificial Intelligence 

on Systemic Diseases 

2023 AI Techniques Limited focus on ocular 

diseases; Future work 

involves expanding AI 

applications 

specifically for ocular 

conditions. 

12 GABNet: Global Attention Block for Retinal 

OCT Disease Classification 

2023 Global Attention 

Block, Deep 

Learning 

Complex model 

structure; Future work 

could involve 

simplifying the 

architecture for faster 

computation. 

13 Artificial Intelligence-Assisted Diagnosis of 

Ocular Surface Diseases 

2023 AI Techniques, 

Surface Disease 

Detection 

Limited to surface 

diseases; Future work 

involves extending the 

approach to other 

ocular conditions. 

14 Two-Stage Cross-Domain Ocular Disease 

Recognition With Data Augmentation 

2023 Cross-Domain 

Learning, Data 

Augmentation 

Performance may vary 

with different 

augmentations; Future 

work involves refining 

augmentation 

techniques. 

15 Discriminative Kernel Convolution 

Network for Multi-Label Ophthalmic 

Disease Detection on Imbalanced Fundus 

Image Dataset 

2023 Discriminative 

Kernel 

Convolution 

Network 

Imbalanced dataset 

issue; Future work 

includes exploring 

advanced data 

balancing techniques. 

 

III. METHODOLOGY 

 

A. Datasets 

Datasets are critical in training and evaluating ML 

and DL models for ocular disease detection. Key 

datasets include: 

• EyePACS: Contains fundus images used for 

diabetic retinopathy detection. It is publicly 

available and widely used in research [1]. 

• Diabetic Retinopathy Detection Dataset: 

Hosted on Kaggle, this dataset includes a large 

collection of fundus images labeled with 

severity levels of diabetic retinopathy [1]. 

• Ocular Disease Dataset (ODDI): This dataset 

encompasses a diverse range of ocular 

conditions, such as macular degeneration and 

glaucoma [2]. 

These datasets provide essential resources for 

model training but are often limited by biases in 
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image representation and insufficient diversity. 

Augmentation and synthesis of additional data can 

help address these issues [4]. 

B. ML Methods 

1. Support Vector Machines (SVMs): SVMs classify 

ocular images based on extracted features. They are 

effective in handling binary classification tasks but 

may struggle with multiclass problems due to their 

decision boundaries being limited to two classes [4]. 

2. Decision Trees and Random Forests: Decision 

trees create a model based on feature splits that 

classify data into distinct categories. Random 

forests, an ensemble method based on multiple 

decision trees, improve classification accuracy by 

combining results from various trees [5]. These 

methods are effective for handling complex feature 

interactions but require substantial feature 

engineering. 

3. Ensemble Methods: Techniques like boosting 

and bagging enhance classification performance by 

combining multiple base models. These methods 

are robust to overfitting and improve model 

accuracy but can be computationally expensive [7]. 

4. Feature Selection: Techniques such as Recursive 

Feature Elimination (RFE) and Principal 

Component Analysis (PCA) reduce the 

dimensionality of data, improving model efficiency 

and performance [8]. 

C. DL Methods 

1. Convolutional Neural Networks (CNNs): CNNs, 

including architectures like VGGNet, ResNet, and 

Inception, have demonstrated exceptional 

performance in ocular image classification. They 

automatically learn hierarchical features from 

images, reducing the need for manual feature 

extraction [6]. Transfer learning, where pre-

trained models are fine-tuned on specific datasets, 

further enhances their performance [1]. 

2. Attention Mechanisms: Attention mechanisms, 

such as the Global Attention Block (GABNet), 

focus on relevant regions within an image, 

improving the accuracy of disease detection by 

emphasizing critical features [12]. This approach 

helps in dealing with high-dimensional data and 

enhances model interpretability. 

3. Generative Adversarial Networks (GANs): GANs 

are used for data augmentation and generating 

synthetic images to address dataset imbalance and 

variability issues. They help in creating diverse 

training examples, improving model 

generalizability [10]. 

IV. COMPARATIVE ANALYSIS 

TABLE III 

COMPARATIVE ANALYSIS 

Methods Advantages Limitations Ref

. 

SVMs Effective for 

binary 

classification; 

good 

performance 

with clear 

decision 

boundaries 

Limited to 

binary 

classification; 

struggles with 

multiclass tasks 

[4] 

Decision 

Trees 

Simple to 

interpret; 

handles 

complex 

feature 

interactions 

Requires 

extensive 

feature 

engineering; 

prone to 

overfitting 

[5] 

Random 

Forests 

Robust to 

overfitting; 

improves 

accuracy by 

Computationall

y intensive; less 

interpretable 

[5] 
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combining 

models 

Ensemble 

Methods 

Enhances 

classification 

performance; 

reduces 

overfitting 

Computationall

y expensive; 

complex to 

implement 

[7] 

Feature 

Selection 

Improves 

model 

efficiency; 

reduces 

dimensionalit

y 

Requires 

manual tuning; 

performance 

depends on 

initial features 

[8] 

CNNs Automaticall

y learns 

features; high 

accuracy 

with large 

datasets 

Computationall

y intensive; 

requires large 

annotated 

datasets 

[6], 

[1] 

Attention 

Mechanis

ms 

Improves 

focus on 

relevant 

regions; 

enhances 

accuracy 

Increased 

model 

complexity; 

may require 

additional 

tuning 

[12

] 

GANs Addresses 

dataset 

imbalance; 

generates 

synthetic 

images 

Complex 

training 

process; 

potential for 

overfitting 

[10

] 

 

V. CONCLUSION AND FUTURE WORK 

 

In conclusion, the application of ML and DL 

techniques in ocular disease detection has shown 

significant progress, with CNNs and advanced methods 

like attention mechanisms leading to improved 

diagnostic accuracy. However, challenges such as 

dataset quality, computational demands, and model 

generalizability remain. Addressing these challenges is 

crucial for the development of practical and effective 

diagnostic tools. 

 

Future work should focus on developing a 

comprehensive CNN-based framework integrated with 

attention mechanisms to enhance model performance 

further. Such a framework could improve diagnostic 

precision by better focusing on critical regions in 

ocular images and leveraging large-scale, diverse 

datasets. Additionally, ongoing research should 

explore the integration of multimodal data sources and 

novel augmentation techniques to address dataset 

limitations and enhance model robustness. By 

advancing these areas, the field can move closer to 

achieving reliable and accessible ocular disease 

detection systems. 
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