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 The work is focused on designing effective technique employing AI such as 

machine learning and Internet of things environment for diabetic classification 

and management. The model is focused in reliably and energy efficient manner 

in collecting data using IoT and edge-computing paradigm. The work is focused 

on designing a novel ML model that can classify diabetics and should address 

class imbalance issues. The model should also be robust considering different 

kinds of data/attributes related to diabetics. 
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Introduction 

In today’s world, many things contribute to an in 

appropriate way of life, including irregular eating 

habits, a lack of nutrition, pollutants, lack of sufficient 

exercise, unending work, impatience, and elevated 

stress levels, all of which contribute to worsening of 

human health. An inactive lifestyle affects up to 40 

percent of youngsters, middle-aged people, and career 

women in various nations. Because of our hectic daily 

schedules, we barely have time to focus on our health, 

leading to a variety of health problems. Furthermore, 

it would be challenging for a doctor to keep a 

constant eye on the patient. Individual patients may 

find it challenging to maintain state of their health 

condition and seek guidance from their doctors. 

Chronic diseases are defined as those that last a long 

time and necessitate long-term therapy. Patients with 

severe conditions are frequently admitted to the 

hospital for extended periods of time to be monitored 

on a regular basis. Heart disease, cancer, and diabetes 

are examples of common chronic diseases [3].  

Critical conditions of healthcare issues require 

continuous monitoring and proper feedback and 

follow-up from more than one authority such as 

patients, healthcare practitioners, city planners, to 

name a few. Internet of Things(IoT) networks are no 

longer simple sensors that collect information, on the 

contrary, they are now capable of provide learning 
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and train data. Therefore, the use of  IoT technology 

in health critical conditions monitoring is important 

[1]. 

Machine learning plays an essential role in the 

detection of numerous diseases. In the last decade, 

researcher’s have looked into a variety of machine 

learning approaches in the health-care industry. 

Recent technological advancements have resulted in 

the successful integration of the Internet of Things 

and machine learning in a variety of fields. In the 

clinical setting, the coupling of these two fields i.e., 

machine learning and IoT can greatly aid in the 

creation of a receptive and inter connected 

environment and as a result, healthcare professionals 

and patients will benefit from a variety of services [2]. 

Diabetic disease is currently exceedingly serious, as it 

kills a large number of individuals each year [4]. As a 

result, in order to live a normal life, the diabetic 

patient must be monitored on regular basis.. Many 

organs, including the eyes, neurons, and internal 

organs, can become defective or worsen as a result of 

high or low blood sugar levels. Therefore, to prevent 

the diabetic patient’s health from deteriorating, 

continual and daily monitoring is necessary. Current 

medical-care software platforms, such as health 

management systems, patient monitoring systems are 

insufficient in assisting treatment with necessary 

information [5]. The objective of this research is to 

make a patient health monitoring system especially 

for those who are suffering from chronic diseases like 

diabetes. It is a novel application designed by using 

various machine learning models. In this application, 

the patient’s data is extracted by using IoT wearable 

technology.  

 

Literature Survey 

This section studies various existing IoT and AI 

technology for detecting and managing diabetics, and 

challenges [6]. Here[7] the goal is to make a smart 

patient’s health monitoring system based on machine 

learning that helps todetect the presence of a chronic 

disease in patient early and accurately. For the 

implementation, the diabetic dataset has been used. 

To detect the presence of the fatal disease, six 

different machine learning techniques are used i.e., 

Support Vector Machine (SVM), Logistic Regression, 

Artificial Neural Network (ANN),Convolutional 

Neural Network (CNN), Recurrent Neural Network 

(RNN), and Long Short-Term Memory (LSTM). The 

performanceof the proposed model is evaluated by 

using four evaluation metrics i.e.,accuracy, precision, 

recall, and F1-Score. The RNN outperformed the 

remaining algorithms in terms of accuracy (81%), 

precision (75%), and F1-Score (65%).However, the 

recall (56%) for ANN was higher as compared to SVM 

and logistic regression, CNN, RNN, and LSTM. With 

the help of this proposed patient’s health monitoring 

system, doctors will be able to diagnose the presence 

ofthe disease earlier. In [8] The proposed solution will 

alert the patients’ parents or guardians of their 

situation when they about to reach critical conditions 

specially at night by sending alarms and notifications 

by Short Messages (SMS) along with the patients 

current location to up to three people.Moreover, a 

Machine Learning (ML) model is implemented to 

predict future events where the patient might have 

serious issues. 

In [9] presents a model using a fused machine 

learning approach for diabetes prediction. The 

conceptual framework consists of two types of 

models: Support Vector Machine (SVM) and Artificial 

Neural Network (ANN) models. These models analyze 

the dataset to determine whether  a diabetes diagnosis 

is positive or negative. In [10] focused on the diabetes 

dataset extracted from Kaggle and two unseen real 

datasets. They developed Synthetic Minority Over-

Sampling Technique (SMOTE) algorithm to balance 

the dataset. Also explored Boruta as the feature 

selection method. To tune hyper-parameters of 

different algorithms, we have proposed an improved 

technique by combining the Grid Search method with 

the Grey Wolf Optimization algorithm. The Grid 

Search method requires extensive searching, while 
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the Grey Wolf Optimization algorithm is easily 

linked, rapid to seek, and extremely exact.  

In [11] A dataset consisting of patient bodily statistics 

was obtained from a local hospital according to ethical 

guidelines, such as obtaining the prior consent of both 

patients and doctors. In [12] First, a novel method 

based on Local Median-based Gaussian Naive Bayes 

(LMeGNB) is proposed to compensate for the missing 

values, combined with the K-means SMOTE method 

to adjust the positive and negative samples of diabetes 

to obtain the normalized balanced data. Then, a 

probability-based multi-stage ensemble is devoted to 

building ensemble models on the different types of 

machine learning algorithms. When extreme gradient 

boosting, random forests, and weighted k nearest 

neighbors are integrated, the highest classification 

accuracy of 94.53% is obtained on Pima Indian 

diabetes dataset. Finally, to evaluate the PE_DIM 

model, the experiment equally considered two 

diabetes datasets, RSMH and Tabriz, to demonstrate 

the generality of the method in diabetes prediction. 

In [13] propose diabetes mellitus network framework 

(DMNet) for type 2 diabetes risk assessment of elderly 

people. Specifically, we propose tandem long short-

term memory to extract the long-term temporal 

information of different diabetes risk categories. In 

addition, the tandem mechanism is used to capture 

the correlation between the diabetes risk factor 

categories. To balance the label distribution, we adopt 

the method of synthetic minority over-sampling 

technique with Tomek links. To form the better 

feature representations, utilize entity embedding to 

solve the problem of high-dimensional features. To 

evaluate the performance of our proposed method, we 

conduct the experiments on a real-world dataset 

called Research on Early Life and Aging Trends and 

Effects.In [14] present the SMART Framework 

through a case study on the microvascular 

complications of diabetes using data from the 

ACCORD clinical trial [15], [16]. 

In [17], shows model for the long term effects of 

physical activity on diabetes progression, by 

exploiting and adapting an existing short-term model 

of physical activity. A pivotal role in the proposed 

model is played by interleukin-6 released during 

physical activity and known to be fundamental in 

maintaining pancreatic beta cells production and 

therefore satisfactory insulin secretion [18].In [19] a 

framework based on synthetic data generation 

algorithms was developed. Eight medical datasets 

containing tabular data were used to test this 

framework. Three different statistical metrics were 

used to analyze the preservation of synthetic data 

integrity and six different synthetic data generation 

sizes were tested.  

 

Objectives of the Proposed Research 

The objective of the research work is given below:  

 Design a reliable and energy efficient IoT 

framework for collecting diabetic patient vital 

information. 

 To develop a novel feature selection mechanism 

and ML-based model for accurate diabetic 

classification. 

 Identify features contributing to diabetics 

considering imbalanced diabetics dataset.  

 Robustness of proposed algorithm will be 

validated by testing on different publicly 

available dataset and compare with existing 

model in terms of accuracy, precision, F-measure 

etc. 

 

Proposed Methodology 

In addressing the problem and meeting research 

objectives the following methodologies is defined. 

1. Design a reliable and energy efficient IoT 

framework for collecting diabetic patient vital 

information.   

In meeting research objectives, the patient and 

healthy subject are equipped with different sensors 

and are asked to perform certain task. Then, person 

vital information like blood pressure, glucose level, 

etc. are extracted from both patient and healthy 

subject. A wireless body area networks(WBANs) are 
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deployed to collect vital information and these 

information are transmitted to edge-computing server 

for further analysis. The work will deploy effective 

transmission mechanism that is energy efficient and 

reliable. 

 
Fig 5.1 Activity Diagram 

 

2. To develop a novel feature selection mechanism 

and ML-based model for accurate diabetic 

classification.   

In meeting research objectives, the vital information 

collected from previous objective are labelled by the 

expert as healthy and diabetics. Later, the labelled 

data is used for training machine learning model for 

automatic classification of diabetics. The proposed 

feature selection optimized ML model performance 

will be compared with other methodologies. For 

classification we are using logistic regression refer 

model. Logistic regression is easier to implement, 

interpret, and train. It classifies unknown records 

very quickly. When the dataset is linearly separable, 

it performs well. Model coefficients can be 

interpreted as indicators of feature importance. To 

implement the Logistic Regression using Python, we 

will use the following steps. 

o Data Pre-processing step 

o Fitting Logistic Regression to the Training set 

o Predicting the test result 

o Test accuracy of the result(Creation of Confusion 

matrix) 

o Visualizing the test set result. 

 

 

 

 
Fig 5.2 Data Flow Diagram 

 

3. Identify features contributing to diabetics 

considering imbalanced diabetics dataset.  

Here a new feature weight optimization mechanism 

will be designed that selects good feature and then 

ranks feature according to less error i.e., less miss 

classification. In meeting a new   fold cross 

validation scheme will be modelled for imbalanced 

classification data. 

4. Robustness of proposed algorithm. 

It will be validated by testing on different publicly 

available dataset and compare with existing model in 

terms of accuracy, precision, F-measure etc. 

Here experiment is conducted for different diabetes 

dataset for validating the robustness of proposed 

feature selection and machine model. This is to shows 

one model can be used for solving various similar 

diabetes dataset like Pima Indian diabetics and 

OhioT1DM classification problem. The proposed 

diabetes classification model will be compared with 

most recent paper/methodologies considering 

different performance metrics such as a accuracy, 

precision, F-measure, etc. 

 

Result Analysis 

We are evaluating the model using following metrices 

Accuracy: Accuracy provides the proportion of 

correctly classified instances 

Accuracy = \frac{True \, Positives + True \, 

Negatives}{Total}  

Precision: Precision focuses on the accuracy of 

positive predictions 

Precision = \frac{True \, Positives }{True\, Positives + 

False \, Positives} 
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Recall (Sensitivity or True Positive 

Rate): Recall measures the proportion of correctly 

predicted positive instances among all actual positive 

instances. 

Recall = \frac{ True \, Positives}{True\, Positives + 

False \, Negatives}  

 

F1 Score: F1 score is the harmonic mean of precision 

and recall 

F1 \, Score = 2 * \frac{Precision * Recall}{Precision + 

Recall} 

 

Expected Outcome Of The Proposed Research 

The proposed methodology is expected to achieve 

very good prediction accuracies and also reduces 

misclassification. The model can work on different 

diabetes datasets employing that extract sensory 

information using IoTs. The proposed model can be 

adopted for binary and multi-label classification 

problems. 

 

Conclusion 

This proposal studies various data collection and 

prediction method machine and deep leaning model 

for diabetics disease employing internet of things and 

edge-computing server environment. The work 

identifies the advantage and limitation of various 

existing work and defined problem definition. The 

objective has been defined to overcome research 

problem and limitation. The methodology to meet 

research objective have been discussed. Finally, the 

expected outcome has been discussed.  
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