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 The use of data analytics has revolutionised sports strategy planning and 

performance optimisation in the last few years.  This research delves into the use 

of data analytics to boost sports performance. It specifically looks at sophisticated 

methods that can improve team strategy, game results, and individual 

performance. This study applies machine learning techniques to analyze official 

badminton match data to predict match outcomes and assess player profiles. By 

employing algorithms such as XGBoost and Support Vector Machine, the 

research achieved notable predictive accuracy—XGBoost reached 75%, while 

SVM attained 74%. The comparative analysis demonstrates the advantage of 

ensemble and advanced algorithms in capturing complex patterns in sports data. 

These insights can aid coaches and athletes in tailoring training strategies and 

identifying areas for improvement. The findings show that using data analytics 

can assist coaches and athletes in spotting their strengths as well as weaknesses. 

Keywords—Sports analytics, Sports outcome prediction, performance 

optimisation, Machine learning (ML), FIFA World Cup data. 
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Introduction 

There is a lot going on in the sports industry which 

changes quickly and involves everything from major 

events to everyday recreation. Outdoor sports such 

as soccer, cricket, athletics, cycling and tennis, are 

especially important because many people across the 

globe enjoy them and the physical strain they 

involve [1]. Due to higher expectations in 

performance, athletes are relying more on new 

technologies and science to get faster and better. The 

performance of an athlete can be affected by 

physical readiness, using tactics well, the 

environment and psychological state[2]. Analyzing 

and improving these variables is the responsibility of 

sport analysts, who help collect, review and explain 

data on player and team performance [3][4]. It use 

data from performance, analysis of videos and 

statistical analysis to help coaches, managers and 

support staff with their decisions [5]. One important 

field in sports analytics is sports outcome prediction 

which involves expecting match results, tournament 

wins and how players will perform from statistical 
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information gathered both in the past and now. 

Predictions that are on target are help team 

management, coaches, fans, sports betting and the 

world of broadcasting. Performance prediction and 

optimization belong to this group of concepts that 

make use of data to help improve and optimize 

athletes’ performance, resistance to stress and steady 

results[6]. 

Lately, big data and AI have made a big difference in 

how we practice performance analytics. ML which is 

a main topic in AI, makes it possible to model sports 

data in depth, notice trends and make accurate 

predictions[7][8]. Among machine learning models, 

regression algorithms, DT, SVM and ensemble 

methods are usually used for tasks involving score 

prediction, ranking players and injury 

predictions[9][10]. Within advanced ML techniques, 

deep learning has become a highly recognized 

method for dealing with the various types of data 

typical in sporting activities [11][12]. 

Motivation and Contribution of study 

The motivation behind this study stems from the 

growing demand for data-driven insights in sports, 

where accurate performance prediction can offer 

significant strategic advantages for teams, coaches, 

and analysts. Traditional methods often fall short in 

capturing the complex, dynamic nature of sports 

competitions, prompting the need for advanced 

analytical techniques. This study makes several key 

contributions to the field of sports data analytics. 

 Collected and curated a comprehensive dataset 

from the FIFA Training Centre, focusing 

exclusively on regular-time World Cup matches. 

 Engineered domain-specific features such as 

recent team form, average goals 

scored/conceded, and ranking differentials. 

 Applied data normalization (Min-Max scaling) 

to ensure uniformity across numerical inputs for 

machine learning models. 

 Development of a robust ML framework using 

XGBoost and SVM for accurate sports 

performance prediction and optimization. 

 Provided detailed visual interpretation using 

AUC curves and confusion matrices to assess 

classification performance and overfitting risks. 

 Analyzed performance using multiple metrics 

like accurcy, precsion, recal, and F1score for 

comprehensive model evaluation. 

Novelty and Justification of paper 

The novelty of this paper lies in its integration of 

detailed FIFA World Cup post-match data with 

advanced machine learning models SVM and 

XGBoost for predicting match outcomes, a relatively 

underexplored area in sports analytics. Unlike prior 

studies that often rely on limited or generic 

statistics, this work incorporates 94 performance 

indicators and engineered features capturing recent 

form, ranking dynamics, and contextual match 

attributes. The justification for this approach stems 

from the growing demand for data-driven insights in 

competitive sports, where traditional methods fall 

short in handling complex, nonlinear relationships. 

By applying a rigorous ML pipeline with 

normalization, feature engineering, and robust 

evaluation metrics, the study offers a reproducible 

and scalable framework for performance prediction 

and decision support in elite sports environments. 

Structure of paper 

Here is the paper's outline:  In Section II, we take a 

look at previous research on using sports data 

analytics for performance prediction.  The approach 

and execution of the Model are detailed in Section 

III.  The findings and discussion of the experiments 

are presented in Section IV. Section V wraps up the 

conversation and delves into possible possibilities 

moving forward. 

 

Literature Review 

There are numerous study on sports data analytics 

using various techniques and methods.  

Sarlis, Gerakas and Tjortjis, (2024) presents a new 

statistic called the EoCC that measures how well 

players perform while under intense duress.  Our 

research provides important new information on 
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how players' performance in the last minutes affects 

the chances of a successful result. This research 

examines play data using cutting-edge data science 

algorithms to find out what elements contributed to 

a team's victory at crucial periods.  It helps move 

sports analytics forward by facilitating better 

decision-making in high-pressure basketball 

situations [13]. 

L et al., (2024) use Random Forest Regression, a 

powerful machine learning approach, to forecast 

which nations will take home Olympic medals. To 

ensure thorough analysis, the project classifies and 

processes data from various inputs using 

sophisticated feature engineering approaches. An 

easy-to-use internet interface is used to generate 

real-time forecasts, making them accessible and 

user-friendly. These predictions help with strategic 

planning and performance improvement by offering 

insightful information about a nation's possible 

medal hopes. This method shows the strong synergy 

between data science and sports analytics by 

merging machine learning with historical research 

to forecast Olympic performance in an effective, 

scalable, and creative way[14]. 

Reddy et al., (2023) dives into the topic of 

hyperparameter tuning and model interpretability, 

illuminating the key elements that impact the 

accuracy of predictions.  Preliminary experimental 

findings show that deep learning has great promise 

for chess outcome prediction according to both 

accuracy and performance. The suggested model is a 

dynamic tool that can be adjusted to the always 

shifting terrain of player behaviours and plans since 

chess is still a game that is always changing.  This 

study bridges the gap between the traditional and 

innovative aspects of chess in this day and age, 

providing useful applications for chess analysis tools 

and services and enhancing the analytical toolset of 

chess enthusiasts[15]. 

Bari et al., (2023) presents an advanced descriptive 

analytics framework, establishing a proprietary set 

of composite MoroccoIndices - Country Index, 

World Cup Index, Jersey Index, YouTube Index, and 

Tourism Index - through alternative data and NLP. 

During and after the World Cup, there was a 400% 

rise in worldwide search volumes relating to 

Morocco's food, culture, and attractions, and these 

indices picked up on that spike in favourable 

sentiment.  Searches for topics with similar semantic 

content, such as "when is the best time to visit 

Morocco?", "how can I get a visa to enter Morocco?" 

and "travel to Morocco," had a significant increase in 

traffic. This study's results exhibit the profound 

sociocultural impact of mega sporting events on 

developing nations, highlighting how such events 

are able to significantly alter international 

perception and cultural interest in a country[16]. 

Sinadia and Murwantara, (2022) creates a model that 

uses official score data from badminton matches 

performed in Indonesia between 2018 and 2021 to 

characterise the performances of two players.  They 

have developed a model that can profile athletes by 

using clustering, regression, and classification 

techniques. Our findings indicate that 

RandomForest performed better than SVM in 

regression, and that the two approaches were 

comparable in classification. In data clustering, K-

means and hierarchical clustering models showed 

comparable outcomes[17]. 

Table I provides a comparative overview of recent 

research in sports analytics. It highlights the 

methodologies used, types of data analyzed, key 

outcomes, and identified limitations or future 

research directions. 

TABLE I.  COMPARATIVE SUMMARY OF LITERATURE STUDIES IN SPORTS ANALYTICS USING MACHINE LEARNING 

Author Methodology Data Key Findings Limitation/Future Work 

Sarlis, 

Gerakas, & 

Estimation of Clutch 

Competency (EoCC) 

20 seasons of 

NBA player 

Introduced EoCC 

metric to quantify 

Further validation across 

different leagues and 
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Author Methodology Data Key Findings Limitation/Future Work 

Tjortjis 

(2024) 

metric, data science 

techniques 

performance 

statistics 

player performance 

under pressure; 

validated via NBA 

Clutch Player of the 

Year results 

inclusion of 

psychological data could 

enhance robustness 

L et al. (2024) Random Forest 

Regression, feature 

engineering, web-

based interface 

Olympic medal 

records, gender, 

event type, NOC 

data 

Predicts national 

Olympic medal 

outcomes; facilitates 

planning and strategy 

through real-time, 

accessible predictions 

May benefit from 

incorporating athlete-

level data and real-time 

performance stats 

Reddy et al. 

(2023) 

Deep learning, 

hyperparameter 

tuning, model 

interpretability 

Chess match 

data 

High accuracy in 

predicting chess 

outcomes; 

interpretable model 

for evolving strategies 

Limited to chess; 

applicability to other 

strategy games or 

domains unexplored 

Bari et al. 

(2023) 

Descriptive analytics, 

NLP, alternative data 

Web search 

trends, YouTube 

data, public 

sentiment 

around Morocco 

Developed composite 

indices capturing 

global interest surges 

post-World Cup; 

measurable 

sociocultural impact 

Framework needs 

testing across other 

countries and events to 

confirm generalizability 

Sinadia & 

Murwantara 

(2022) 

Regression, 

classification, 

clustering (Random 

Forest, SVM, K-

means, hierarchical) 

Official match 

scores of 

Indonesian 

badminton 

athletes (2018–

2021) 

Random Forest best 

for regression; similar 

performance in 

classification; 

clustering methods 

effective for athlete 

profiling 

Limited to two athletes; 

scaling the model across 

broader datasets could 

increase utility 

 

Methodology 

The proposed methodology for sports data analytics 

consists of several steps that are illustrated in Figure 1. 

The study began by collecting FIFA World Cup data 

from the FIFA Training Centre. After that, the dataset 

underwent cleaning and transformation. Missing 

values were imputed or removed, team names were 

standardized, and match dates were formatted 

uniformly. Following this, FIFA team rankings were 

merged into the dataset based on team names and 

match dates, enriching the contextual understanding 

of team strength. Next, new features were engineered, 

including average goals scored/conceded, ranking 

differences, recent form (last five matches), weighted 

performance indicators, and match type flags. Then, 

Min-Max scaling was applied to normalize all 

numerical values for consistent model input. Finally, 

the prepared data was split into training and testing 

sets in an 80:20 ratio. The processed dataset was then 

used to train two ML models, XGBoost and SVM, 
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with hyperparameter adjustment accomplished by 

cross-validation. Finally, model performance was 

evaluated using accurcy, precsion, recal, F1score, and 

ROC-AUC, ensuring a comprehensive assessment of 

classification effectiveness. 

 
Figure 1.  Flowchart for Sports Data Analytics 

 

The following sections provide each step description 

that also shown in the methodology and proposed 

flowchart: 

Data Collection 

The data used in this research came from the FIFA 

Training Centre's post-match analysis reports, which 

are open to the public.   For the whole, there are 94 

metrics that pertain to how well you did in the 

competition.  The data from regular time matches and 

overtime matches differ significantly; thus, five 

matches that went into overtime in the knockout 

stages were excluded, and 118 data sets from 59 other 

matches were analysed. The data analysis and visual 

insight od data are provided in below: 

 
Figure 2.  Correlation matrix of features 

 

Figure 2 presents the correlation matrix of key 

ranking-related features used in the sports data 

analysis. The matrix visually represents the pairwise 

correlation coefficients between features such as 

total_points_home, rank_home, total_points_away, 

and rank_away. Lighter hues imply strong positive 

correlations (near +1) and darker colours suggest 

strong negative correlations (near -1) according to the 

colour intensity, which in turn reflects the strength 

and direction of the associations. For instance, 

total_points_home and rank_home exhibit a strong 

negative correlation, suggesting that as a team's rank 

improves (i.e., lower numerical value), its total points 

increase. Similarly, rank_away shows a strong 

negative correlation with total_points_away. This 

matrix is useful for understanding feature 

dependencies and guiding feature selection in 

predictive modeling. 

 
Figure 3.  Violin plot of the new features 

 

Figure 3 presents a violin plot illustrating the 

distributionof newly engineered features in relation to 

Data 
preprocessing  

 Handling missing 
value 

 Team name 
standardization 

 Data formatting  
 Merged data 

Feature 

engineering 
Min-max 

scaler 

Data splitting Proposed SVM 

and XGBoost 

Performance 
matrix- accuracy, 

precession, recall, 

Result 

Teanin
g80% 

Testin

g20% 

FIFA world cup data 
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the binary target variable. Each violin features a 

certain element and the width indicates the number 

of datapoints at each range. The feature is represented 

by an x-axis value and the distribution of values for 

that feature appears on the y-axis. The plot compares 

the distribution between the two target classes: class 0 

(blue) and class 1 (orange). The differences in the 

shapes and spread of the distributions for the two 

target classes suggest that these hand-crafted features 

may or may not have high discriminative power 

which could be useful for refining the model. 

Data Preprocessing 

Cleaning and preprocessing were carefully done on 

the datasets so that model training remains consistent 

and accurate. It was necessary to address problems 

where team names often changed (e.g., ―USA‖ being 

short for ―United States‖) from one dataset to another. 

Standardizing the data made it much easier to bring 

everything together. Subsequently, FIFA rankings 

were merged with match data using a combination of 

match date and team identifiers, allowing each match 

entry to be enriched with the corresponding ranking 

and points of the participating teams. The integration 

helped explain features of the data, allowing the 

model to make more reliable forecasts about the 

results of matches. The following steps of pre-

processing are listed in below: 

 Handling Missing Values: Checked for and 

handled missing or null entries in both datasets, 

removing or imputing values where appropriate. 

 Team Naming Standardisation: Resolved 

inconsistencies in team naming conventions (e.g., 

―USA‖ vs. ―United States‖) across both datasets to 

ensure proper merging. 

 Date Formatting: Converted date columns into 

consistent datetime formats to enable time-based 

operations and merging. 

 Merging Datasets: Merged the match data with 

corresponding FIFA rankings by aligning on 

match date and team names (both home and 

away), retrieving ranking and points for each 

team. 

Feature Engineering  

Feature engineering involved crafting relevant 

variables from historical match data and FIFA 

rankings to better predict match outcomes. The 

engineered features included averages and differences 

in goals scored and conceded, both across the entire 

World Cup cycle and the last five matches, as well as 

differences in FIFA ranking positions and opponent 

strengths faced. Additionally, features such as ranking 

point increments, weighted performance metrics 

based on opponent quality, and a categorical indicator 

for friendly matches were created. These features 

aimed to capture both offensive and defensive 

capabilities, recent form, and contextual game 

attributes, enhancing the predictive power of the ML 

models. 

Min-Max Scaler 

A common technique for standardising data is min-

max normalisation.  For every feature in Eq. 1, the 

minimum value is set to 0, the maximum value to 1, 

and all other values are altered to a decimal between 0 

and 1.  

        
          

             
   (1) 

 Where      = minimum value in X feature 

      = minimum value in X feature 

Data Splitting  

The data was divided into two sections: test data, 

which made up 80% of the total, and unseen data, 

which made up 20%, and these were utilised to train 

the model. 

Proposed Support Vector Machine (SVM) 

For classification, SVMs use the kernel function in 

conjunction with the regularisation parameter C.   

During training, a linear kernel is used to raise the 

dimensionality of the input data such that a 

hyperplane can differentiate between the classes [18]. 

The ideal hyperplane may be found by solving the 

optimisation problem (2). 
   

   
 
 

 
                                     (2) 

where w is the weight vector, b is the bias term, 

and    are the class labels. The trade-off between 
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minimising misclassification mistakes and optimising 

the margin is managed by parameter C.  C typically 

has a value of 1.0. 

Proposed XGBoost 

Gradient boosting is used by the very scalable 

decision tree ensemble known as XGBoost.   In the 

same way as gradient boosting minimises a 

lossfunction, XGBoost constructs an additive 

extension of the outcome function [19]. Because 

decision trees are the only focus of XGBoost's base 

classifiers, a variant of the lossfunction is utilized to 

regulate the trees' complexity in equations 3 and 4. 

     ∑     
 
            ∑       

    (3) 

         
 

 
         (4) 

where T is the tree's leaf count and ware are the leaf 

output scores. An approach to pre-pruning may be 

achieved by including this lossfunction into DT split 

criteria.  Simplified trees are the outcome of higher γ 

values.  The minimum gain needed to isolate an 

internal node and minimise loss is controlled by the 

value of γ.   One may use the shrinkage parameter to 

change the step size of the additive expansion, which 

further refines XGBoost's regularisation.  The depth of 

the trees, among other strategies, may be used to limit 

the trees' complexity. Model training is accelerated 

and storage space needs are decreased as a result of 

tree complexity reduction.  Additionally, XGBoost 

makes use of randomisation methods to decrease 

overfitting and speed up training.    At both the tree 

and node levels, XGBoost uses column subsampling as 

one of its randomisation strategies. It also uses 

random subsamples for training individual trees.  

Performance matrix 

A confusion matrix is a common table in ML that may 

be used to test the accuracy of a classification model. 

All four classes' true positive, false positive, true 

negative, and confusion matrix counts are shown. The 

term "true positives" (TP) describes the percentage of 

positive forecasts that were correct, false positives 

(FP) are the number of inaccurate positive class 

predictions, "True negatives" (TN) refer to the 

percentage of negative forecasts that came true, and 

"False negatives" (FN) refer to the amount of 

inaccurate predictions made for the negative class.  

Several assessment measures, including accurcy, 

precsion, recal, and F1score, may be computed using a 

ConfusionMatrix.  

Accuracy: shows the ratio of correctly categorised 

cases to all classifications, as shown in Equation (5): 

         
     

           
  (5) 

Precision: The percentage of correctly anticipated 

affirmative instances is known as precision.  Equation 

(6) may be used to compute the precision. 

            
   

       
   (6) 

Recall: The amount of emotion labels that were 

projected to be positive and turned out to be such is 

known as the TPR, sensitivity, or recall.  Equation (7) 

provides a definition of recall. 

         
   

        
  (7) 

F1_Score: The F-Measure score is calculated by 

summing the precision and recall scores harmonically.  

The sensitivity (recall) and precision (correctness) of 

the data are assessed as being equivalent in this way.  

As a result, we may deduce the dataset's behaviour 

from the recall and precision numbers.  It is possible 

to determine the F-measure by using Equation (8). 

     
                  

                  
  (8) 

ROC: Analysing the relationship between specificity 

(TPR) and sensitivity (FPR) yields the area under the 

ROC curve (AUC). 

 

Results And Discussion 

In this section, experiments were carried out using a 

high-performance computing setup to support the 

efficient training and evaluation of the proposed 

XGBoost and SVM. The system was equipped with an 

Intel Core i7 processor (3.0 GHz), an NVIDIA RTX 

4090 GPU with 64GB of VRAM, and 32GB of DDR5 

RAM, running on the Windows 10 operating system. 

The performance of the proposed model is analyzed 

using standard evaluation metrics as illustrate in table 
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II. Both models demonstrate comparable overall 

effectiveness, with XGBoost achieving a slightly 

higher accuracy (75%) compared to SVM (74%). In 

terms of precision, SVM slightly outperforms 

XGBoost (78% vs. 77%), indicating that SVM is 

marginally better at correctly identifying relevant 

instances. However, both models show identical recall 

(69%) and F1-score (73%), suggesting a balanced 

trade-off between precision and recall. These results 

indicate that while XGBoost offers a slight edge in 

accuracy, both models perform similarly in capturing 

true positives and maintaining consistent 

classification performance. 

 

TABLE II.  EXPERIMENT RESULTS OF PROPOSE 

MODELS FOR SPORT DATA ANALYSIS 

Matrix XGBoost SVM 

Accuracy 75 74 

Precision 77 78 

Recall 69 69 

F1-Score 73 73 

 
Figure 4.  Plot ROC-AUC curve for XGBoost 

 

The AUC for the XGBoost model is shown in Figure 

4, which compares its performance on the training 

and test datasets.  As shown in the orange curve, 

which represents the training set, the model 

performed very well during training with an AUC 

close to 1.0, suggesting near-perfect performance. In 

contrast, the blue curve represents the test set, which 

has a noticeably lower AUC, suggesting reduced 

performance on unseen data. The divergence between 

the training and test curves may indicate overfitting, 

where the model learns the training data too well but 

generalizes poorly to new inputs. The diagonal dashed 

line represents the baseline (random guess) classifier. 

 
Figure 5.  Confusion matrix for XGBoost 

 

The XGBoost model's accuracy in classifying the test 

dataset is shown by the confusion matrix in Figure 5.   

The matrix is made up of the following cells: 213 for 

TN, 228 for TP, 106 for FP, and 93 for FN at the 

bottom-left cell. The model gets a lot of positive and 

negative examples right, but it might be much better 

at decreasing misclassification; there were 106 FP and 

93 FN. Overall, the confusion matrix reflects a 

reasonably balanced model but indicates potential for 

tuning to enhance precision and recall. 

 
Figure 6.  Plot ROC-AUC curve for SVM 

 

Figure 6 shows the AUC for the SVM model, which 

compares its performance on the two datasets called 

training and test.  The training data is shown by the 
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orange curve, while the test data is represented by the 

blue curve.   With both curves above the diagonal 

reference line, it's clear that the SVM model 

outperforms random guessing. The model's superior 

performance on the training set compared to 

unknown data, together with the discernible 

difference between the training and test curves, 

implies a certain level of overfitting. The overall 

shape of the curves shows that the SVM maintains a 

good level of discriminative capability, though it may 

benefit from further tuning or regularization. 

 
Figure 7.  confusion matrix for SVM 

 

Figure 7 shows the confusion matrix for the 

SVMmodel, illustrating its classification performance 

on the test dataset. The matrix indicates that the 

model correctly identified 212 TN and 227 TP. 

However, it also misclassified 107 instances as FP and 

94 as FN. The distribution of values suggests that the 

SVM model achieves a relatively balanced 

performance across both classes, though the number 

of misclassifications highlights opportunities to 

further optimize the model to enhance precision and 

recall. Overall, the confusion matrix reflects decent 

predictive capability with a fairly even trade-off 

between sensitivity and specificity. 

Comparative analysis 

This section presents the comparison between base 

and proposed models’ performance across 

performance matrix as illustrate in table III. The 

results clearly demonstrate that both XGBoost and 

SVM outperform the baseline models across all 

reported metrics. XGBoost and SVM achieved the 

highest accuracy (75% and 74%, respectively), 

compared to 70.34% for AdaBoost and 59.38% for 

Logistic Regression. In terms of precision, recall and 

F1-score, XGBoost and SVM have much better results, 

AdaBoost has moderate performance and Logistic 

Regression is not able to provide enough information. 

It appears from these tests that the proposed machine 

learning models are better for analyzing sports data, 

due to their excellent predictive skills and balanced 

categorization. 

 

TABLE III.  COMPARATIVE ANALYSIS FOR SPORTS DATA 

ANALYTICS BETWEEN BASE AND PROPOSED MODEL 

PERFORMANCE 

Matrix XGB SVM AdaBoost[20] LR[21] 

Accuracy 75 74 70.34 59.38 

Precision 77 78 64.00 - 

Recall 69 69 65.31 - 

F1-Score 73 73 64.65 - 

 

The approach we have suggested provides many 

important benefits. Using stats from matches and 

rankings from FIFA guarantees a full picture of how a 

team performs. Recent form and ranking differences 

between teams give us a better idea of how teams 

function beyond their overall records in matches. In 

addition, steps done during preprocessing like 

correlation and normalization, help boost accuracy 

and lessen the amount of noise. The use of XGBoost 

adds extra accuracy to prediction models. In general, 

this method provides reliable and clear predictions for 

future matches at the FIFA World Cup. 

 

Conclusion And Future Scope 

The use of sports analytics has grown in the last 

decade as a tool for bettering athletes' performances.  

Investigating data and using ML enables us to 

properly identify and study badminton players by 

reviewing their official match records. This data is 
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helpful for the players and their coaches to use for 

growth. Data from games and FIFA rankings were 

used to develop the XGBoost and SVM machine 

learning models for making predictions about matches. 

The study noted that XGBoost had an accuracy rate of 

75%, slightly higher than SVM’s 74% and both 

models kept recall, precision and F1-scores around 

73%. The results reveal that using powerful machine 

learning in sports analytics may offer sensible 

solutions for improving player and team performance. 

Nevertheless, the model lacks consideration of real-

time changes such as player health and tactical 

decisions which have an impact on the game. In 

future work, analysts and developers should integrate 

data collected in real-time, analyze player stats and 

make use of deep learning strategies to boost 

prediction effectiveness and assist athletes and 

coaches in improving their strategies. 
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