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ABSTRACT 

Cloud computing is emerging as a new standard model for enabling ubiquitous network access, computing resources, 

deploying, organizing, and accessing vast distributed computing applications over the network. It is an awesome 

platform in next stage of evolution of internet that leverages various opportunities to improve the way in which we 

think about and implement the practices and technology needed to secure the things that matters us the most. In  

cloud computing, Load balancing is one of the main challenges which are required to distribute the workload  

equally across all the nodes. Load balancing uses services offered by many computer network service provider 

corporations. The load can be CPU load, memory, capacity, delay or network load. Load balancing ensures that all 

the processor in the system or every node in the network distributes equal amount of work at any instant of time.  

This paper is a brief discussion on different load balancing techniques on the bases of different load balancing 

metrics. 

Keywords: Cloud Computing; Load Balancing, Load Balancing Metrics 
 

 

I. INTRODUCTION 
Cloud is a parallel and large scale distributed 

computing system consisting of a collection of inter- 

connected and virtualized computers that are 

dynamically provisioned and presented as one or  

more unified computing resources based on service 

level agreements (SLA) established through 

negotiation between the service provider and 

consumers. It has moved computing and data away 

from desktop and portable PCs, into large data  

centers. It has the capability to harness the power of 

Internet and wide area network (WAN) to use 

resources that are available remotely, thereby 

providing cost- effective solution to most of the real 

life requirements. It provides the scalable IT  

resources such as applications and services, as well as 

the infrastructure on which they operate, over the 

Internet, on pay-per-use basis to adjust the capacity 

quickly and easily. It helps to accommodate changes 

in demand and helps any organization in avoiding the 

capital costs of software and hardware. Thus, cloud 

computing is a framework for enabling a suitable, on- 

demand network access to a shared pool of computing 

resources (e.g. networks, servers,  storage, 

applications,  and  services).  These  resources  can be 

provisioned and deprovisioned quickly with minimal 

management effort or service provider interaction. 

Due to the exponential growth of cloud computing, it 

has been widely adopted by the industry and there is a 

rapid expansion in data-centers. This expansion has 

caused the dramatic increase in energy use and its 

impact on the environment in terms of carbon 

footprints. The link between energy consumption and 

carbon emission has given rise to an energy 

management issue which is to improve energy- 

efficiency in cloud computing to achieve Green 

computing. Besides this, there are many other  

existing issues like Load Balancing, Virtual Machine 

Migration, Server Consolidation etc. that are not yet 

fully addressed. Virtual Machine Migration enabled 

by virtualization can help in balancing load, enabling 

highly responsive provisioning and avoiding hot-  

spots in data centers thereby reducing power 

consumption. Server Consolidation helps in 

improving resource utilization by consolidating 

various VMs residing on multiple under-utilized 

servers onto a single server, thereby turning off 

unused servers, hence reducing energy consumption  

in a cloud computing environment. 
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The rest of the paper is organized as follows;  Section 

II is about features  and load balancing methods in  

cloud computing, In Section III related work  were 

discussed and the paper is concluded in Section IV. 

 

II. FEATURES AND METHODS 

 
1. Features of Cloud Computing 

 
 Self-service provisioning means the computing 

resources are used for almost any kind of work. 

 Flexibility refers to changes in usage to increase or 

decrease as users see their needs change. 

 Pay-per-use allows users to pay for only the 

services and resources they use. 

 Maintenance of the servers is easy. Servers are off 

site, and the providers take care of software 

updates. There is no need for users to install 

software on to individual systems and keep up to 

date with the software as it develops. 

 Location-free allows users to work from anywhere. 

As long as you have an Internet connection you can 

access the cloud. Many providers often have apps 

available to multiple devices, so you are not 

restricted. More and more businesses are now 

granting employees the ability to work away from 

the office. This feature allows a work-life balance 

and maintains productivity rates. 

 Backup: Cloud-based backup saves time, avoids 

larger investments and the need to recruit third- 

party experts. Choosing cloud backups decrease the 

size of their data centers. The lowering of the 

numbers of servers, the software expense, and the 

staff personnel can significantly reduce IT costs 

without negatively affecting an organization’s IT 

capabilities. 

 Cloud-based workload and file sharing streamline 

teamwork collaboration, which allows data to be 

shared, accessed and edited from anywhere. 

Updates are visible in real-time and are seen by all 

teammates. 

 Reliability: Reliability is improved by having 

multiple sizes for the same service, such that if one 

faces an outage, the other can take over load for the 

time being. 

 Consumption based billing: Pay per use seems to  

be the winning characteristic for cloud. 

 Safety: With every one of these elements, safety 

must be a concern and password protection. 

2. Load Balancing 

 
In cloud environment, Load balancing is a technique 

that distributes the excess dynamic local workload 

evenly across all the nodes. Load balancing focuses on 

maximum throughput, avoid overloading and reducing 

energy consumption by evenly distributing the load, 

minimizes response time, reduces network latency. 

Load balancing takes account of minimum resource 

consumption by two things, one is the resource 

provisioning or resource allocation and other is task 

scheduling in distributed environment. The importance 

of load balancing is estimation of load, load 

comparison, system stability, system performance, 

interaction between the nodes, nature of work to be 

transferred, selection of nodes and many more to be 

considered while developing. 

 
Load balancing is a general term for various 

distribution techniques that help spread traffic and 

workload across different servers within a network. Put 

in human terms, the idea is simple: the more available 

hands working, the faster and more efficiently the job 

gets done, and the less work each person has to do. 

When applied to the computer networks, these 

principles of “community labour” become extremely 

valuable, as they help increase overall computing 

efficiency - minimizing downtime and raising overall 

throughput and performance. As more and more 

computing is done online, load balancing has taken on  

a broader meaning. Global Server Load Balancing is  

the same in principle but its implementation is not 

confined to one local network. The workload is still 

distributed, but it’s distributed planet-wide instead of 

just across a data center. As a result, modern-day 

solutions face new challenges, as they are required to 

take into account not just an individual cluster of 

servers, but also communications parameters (e.g. link 

quality) and geographical location of remote requesters. 

Today, as more and more online businesses seek to 

leverage Content Delivery Networks (CDNs), load 

balancing has become a key component in most content 

distribution tasks. 

 
Load balancing algorithm is classified into two 

categories such as static and dynamic load balancing. 

 Static load balancing algorithm: In static load 

balancing algorithm load balancer uses priori 

knowledge   of   the   applications   and    statistical 

https://www.incapsula.com/global-server-load-balncing.html
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information about the system and distributes the 

load equivalently between servers. 

 Dynamic load balancing algorithm: Dynamic load 

balancing algorithms are those algorithms which 

search for the lightest server in the network and 

then designates appropriate load on it. In this, work 

load is distributed among the processors at runtime. 

 
2.1. Metrics for Load Balancing In Cloud 

 
 Overhead Associated - determines the amount of 

overhead involved while implementing a load- 

balancing algorithm. It is composed of overhead due 

to movement of tasks, inter-processor and inter- 

process communication. This should be minimized 

so that a load balancing technique can work 

efficiently. 

 Throughput - is used to calculate the no. of tasks 

whose execution has been completed. It should be 

high to improve the performance of the system. 

 Performance – is used to check the efficiency of the 

system. It has to be improved at a reasonable cost 

e.g. reduce response time while keeping acceptable 

delays. 

 Resource Utilization - is used to check the  

utilization of resources. It should be optimized for 

an efficient load balancing. 

 Scalability - is the ability of an algorithm to perform 

load balancing for a system with any finite number 

of nodes. This metric should be improved. 

 Response Time - is the amount of time taken to 

respond by a particular load balancing algorithm in  

a distributed system. This parameter should be 

minimized. 

 Fault Tolerance - is the ability of an algorithm to 

perform uniform load balancing in spite of arbitrary 

node or link failure. The load balancing should be a 

good fault-tolerant technique. 

 Migration time - is the time to migrate the jobs or 

resources from one node to other. It should be 

minimized in order to enhance the performance of 

the system. 

 
2.2. Load Balancing Working Principle 

 
Load balancing enables network administrators to 

spread work across multiple machines, exploiting 

available resources more efficiently.To implement such 

solutions, administrators generally define one IP 

address and/or DNS name for a given application, task, 

or web site, to which all requests will come. This IP 

address or DNS name is actually, of course, the load 

balancing server.The administrator will then enter into 

the load balancing server the IP addresses of all the 

actual servers that will be sharing the workload for a 

given application or task. This pool of available servers 

is only accessible internally, via the load balancer. 

Finally, your load balancer needs to be deployed -  

either as a proxy, which sits between your app servers 

and your users worldwide and accepts all traffic, or as a 

gateway, which assigns a user to a server once and 

leaves the interaction alone thereafter. Once the load 

balancing system is in place, all requests to the 

application come to the load balancer, and are 

redirected according to the administrator’s preferred 

algorithm. 

 

 
2.3. Load Balancing Algorithms 

 
A load balancing algorithm controls the distribution of 

incoming requests to your cluster of servers. There are 

numerous methods employed to accomplish this, 

depending on the complexity of load balancing  

required, the type of task at hand, and the actual 

distribution of the requests coming in. Some common 

methods include: 

 
Round Robin - the most basic load distribution 

technique, and considered rather primitive by network 

administrators. 

In a round robin scenario the load balancer simply runs 

down the list of servers, sending one  connection  to 

each in turn, and starting at the top of the list when it 

reaches the end. 

 
Weighted Round Robin – the same principle as  

Round Robin, but the number of connections that each 

machine receives over time is proportionate to a ratio 

weight       predefined       for       each        machine. 

For example, the administrator can define that Server X 

can handle twice the traffic of Servers Y and Z, and 

thus the load balancer should send two requests to 

Server X for each one request sent to Servers Y and Z. 

However, given that most enterprises use servers that 

are uniform in their processing power, Weighted  

Round Robin essentially attempts to address a 

nonexistent problem. 

https://www.incapsula.com/load-balancing/load-balancing-algorithms.html
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Least Connections – transfers the latest session to the 

server with the least connections at the time of session 

initiation. To avoid latency, this method is advisable in 

an environment where server capacity and resources  

are uniform. Least Connections is considered 

problematic, as most implementations are challenged to 

accurately measure actual server workload. 

Weighted Least Connections – identical to Least 

Connection, except that servers are selected based on 

capacity, not just availability. For each node, the admin 

specifies a Connection Limit value, and the system 

creates a proportional algorithm on which load 

balancing is based. Similar to Weighted Round Robin, 

this method presumes that server resources are not 

uniform – which is not in-line with most enterprise 

network topography. 

Least Pending Requests – the emerging industry 

standard, Least Pending Requests selects the server  

with the least active sessions based on real-time 

monitoring. Requires assignment of both Layer 7 and 

TCP profile to the virtual server. The Least Pending 

Requests (LPR) algorithm, which is enabled by Layer 7 

solution, is currently considered a best practice, as it 

provides best indication of actual load delivered from 

each connection. 

 
2.4. DNS Load Balancing 

 

In a DNS scenario, load balancing pools for various 

geographic regions are established, so the load balancer 

knows exactly which web servers are available for 

traffic and how often they should receive traffic. This 

enables the administrator to take advantage of 

geographically dispersed infrastructure and enhance 

performance by shortening the distance between 

requesters and data centers. Although, in some specific 

scenarios, DNS load balancing can be effective for 

simpler applications or web sites, it has notable 

limitations, which lower overall efficacy for mission- 

critical deployments.DNS load balancing uses a simple 

Round Robin methodology. Unfortunately, DNS 

records have no native failure detection. This means 

that if the next server in the rotation is down, requesters 

will be directed to it anyway – unless the organization 

adopts a third-party monitoring solution, which adds  

yet another source of implementation, configuration 

and maintenance complexity. Moreover, a DNS 

solution cannot take into account the unknown 

percentage of users who have DNS data cached, with 

varying amounts  of Time  to Live  (TTL)  left. And so, 

until TTL times out, visitors may still be redirected to 

the “wrong” server. 

 
2.5. High Overhead of Hardware Load Balancers 

 
Until recently, most hardware load balancing was based 

on a hardware load-balancing device (HLD). Also 

known as a layer 4-7 router, an HLD is an actual 

physical unit in the network, which works by directing 

users to individual servers based on various usage 

parameters such as server processor utilization, number 

of connections to a server, and overall server 

performance. Today, single-function HLDs are being 

replaced by multi-function ADCs (application delivery 

controllers). An ADC delivers a full range of functions 

that optimize enterprise application environments, 

including load balancing, reliability, data center 

resource use, end-user performance, security, and more. 

ADC-based hardware is server-based (as opposed to 

content-switch-based). Server-based load balancing 

leverages standard PC-class servers on which special 

load-balancing software has been installed. Content- 

switch-based load balancers are actual network 

switches that have load-balancing software on-board, 

and act as intelligent switching devices. Moreover, of 

the primary problems with load-balancing ADCs is that 

they can represent a single point of failure, and can 

bottleneck traffic if not configured or maintained 

properly. Also, the setup for ADCs is complex, 

requiring dedicated and expert staff.  Hardware 

solutions can be effective for organizations with the 

resources to manage the complex installation process, 

the high maintenance overhead, and ongoing capital 

outlays associated with hardware. However, HLDs and 

ADCs alike are aging technology, considered 

unnecessarily costly and resource-intensive by forward- 

thinking network admins. 

 
2.6. Software Load Balancing 

 
Software load balancing, as the name implies, is based 

on software solutions and as such is mostly 

independent of the platform on which the load 

balancing utility is installed. Such software can be 

implemented either as an add-on application bundled 

with a DNS solution, as part of an operating system,  or 

– more commonly today - as part of virtual service and 

application delivery solution. Service and application 

delivery solutions are designed to optimize, secure and 

control the delivery of all enterprise and cloud services, 

https://www.incapsula.com/load-balancing/dns-load-balancing-failover.html


Volume 2 | Issue 2 | March-April-2017 | www.ijsrcseit.com 1119  

maximizing end user experience for all users, including 

mobile users. Most of these packages  include  an 

integral virtualized load  balancing solution. However, 

no matter how it is implemented, software-based 

solutions ultimately requires either hardware to run on  

or intensive setup and maintenance. This forces 

organizations to work with multiple vendors, often 

leading to compatibility issues  which  are  impractical 

for larger organizations. Thus, although software-based 

load balancing solutions may appear less  expensive 

than hardware-based solutions, Total Cost  of 

Ownership (TCO) for software solutions is still high - 

and setup and maintenance tasks are no less demanding. 

For this reason, software-based solutions  –  virtual or 

not - are often beyond the means of many SMEs and   

are generally not the first choice for other organizations, 

as well. 

 

III. RELATED WORK 
 
 

Fahimeh Farahnakian et al. [3] addresses VM 

consolidation problem with the objective to reduce 

energy consumption of data centers while satisfying 

QoS requirements. A distributed system  architecture 

for dynamic VM consolidation to improve resource 

utilizations of PMs and to reduce their energy 

consumption is presented. It also proposed a dynamic 

VM consolidation approach that uses a highly adaptive 

online optimization meta heuristic algorithm called Ant 

Colony System (ACS) to optimize VM placement. The 

proposed ACS-based VM Consolidation (ACS-VMC) 

approach uses artificial ants to consolidate VMs into a 

reduced number of active PMs according to the current 

resource requirements. These ants work in parallel to 

build VM migration plans based on a specified 

objective function 

 
J. Octavio et al. [4] contributes distributed problem 

solving techniques for load management in data centers 

supported by VM live migration. Collaborative agents 

are end owed with a load balancing protocol and an 

energy-aware consolidation protocol (EProtocol) to 

balance and consolidate heterogeneous loads (e.g., 

migrating memory-intensive loads to memory intensive 

hosts) in a distributed manner while reducing energy 

consumption costs. When a host is overloaded, agents 

collaborate with each other to sample resource usage of 

hosts and determine the best destination host for a VM 

according to  server-centric load  management policies. 

In addition, hosts are managed by server manager 

agents (SMAs), which collaborate among each other to 

consolidate VMs (deployed in potentially underutilized 

hosts) into fewer hosts. A server manager agent 

deployed in an underutilized host interacts with a front- 

end agent in order to be designated as a leader,  

meaning the server manager agent can start migrating 

VMs to other hosts and autonomously turning itself off 

afterward. Additionally, agents deployed in front-end 

servers autonomously turn on hosts when VM 

allocation requests cannot be fulfilled due  to 

insufficient resources. 

 
Medhat Tawfeek et al. [5] proposed ACO algorithm to 

find the optimal resource allocation for tasks in the 

dynamic cloud system to minimize the make span of 

tasks on the entire system. Then, this scheduling 

strategy was simulated using the cloud sim toolkit 

package. Experimental results compared to First Come 

First Serve (FCFS) and Round Robin (RR) shows that 

ACO algorithm satisfies expectation. 

 
M. Rahman et al. [6] have given the concept of Load 

Balancer as a Service (LBaaS) in Cloud Computing as 

their related work shows that researchers have yet not 

focused on this problem domain. Therefore initially 

they have focused on load balancing problem, 

importance of load balancing, expected characteristics 

in cloud computing and finally on the Load Balancer as 

a Service in cloud computing. This service model 

(LBaaS) was highly adopted by market player. 

 
Randles, M et al. [7] called Honeybee Foraging for  

load balancing in distributed scenario. In Honeybee 

foraging the movement of ant in search of food forms 

the basis of distributed load balancing in cloud 

computing environment. This is a self organizing 

algorithm and uses queue data structure for its 

implementation. 

 
Santanu Dam et al. [8] has proposed a method which is 

a combination of two methods one is GA and other is 

Gravitational Emulation Local Search (GELS). GELS 

is used for initiating Population for GA. Initial 

population is generated based on velocity calculation of 

chromosome done by GELS. Then, the two 

chromosomes are selected based on Fitness and two 

point crossover and Mutation is applied. Again velocity 

is calculated for chromosome and fitness chromosomes 

are added to new population. By using Cloud analyst 
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simulation of the proposed algorithm is carried out and 

satisfactory results are obtained by authors. No priority 

is considered for the request by the authors which 

cannot be the real scenario. 

 
S. Sharma et al. [9] presented various approaches of 

load balancing on the basis of different  parameters. 

This research work also gives the direction to design a 

new algorithm on the basis of different parameter by 

analyzing the behaviour of various existing algorithms. 

At the end of the research work author concluded that it 

is easy to understand the behaviour of static algorithms 

as compared to dynamic load balancing algorithm. 

 
S.G.Domanal et al.[10] proposed a hybrid scheduling 

algorithm for load balancing in a distributed 

environment by combining the methodology of Divide- 

and-Conquer and Throttled algorithms referred to as 

DCBT. This algorithm plays an important role in 

distributing the incoming load in an efficient manner so 

that it maximizes resource utilization in a cloud 

environment. Further, load balancer plays an important 

role in cloud environment by assigning incoming tasks 

to Virtual Machines (VM) intelligently. The main aim 

of the proposed DCBT is to reduce the total execution 

time of the tasks and thereby maximizing the resource 

utilization. Further, the proposed DCBT algorithm is 

analyzed using Cloud Sim simulator and also in 

customized distributed environment using python. 

Experimental results demonstrate that the proposed 

algorithm gives better efficiency in both Cloud Sim and 

customized environments. The proposed DCBT utilizes 

the Virtual Machines more efficiently while reducing 

the execution time of the tasks allocated to Request 

Handlers (RH) by 9.972% in comparison to the 

Modified Throttled algorithm. 

 
Nayandeep Sran et al.[11] proposed a virtual graph 

which is constructed with the connectivity of each node 

representing the load on server. Each node is 

represented as a vertex in a directed graph and each in- 

degree represents free resources of that node.  

Whenever a client sends a request to the load balancer, 

the load balancer allocates the job to the node which 

has atleast one indegree. Once a job is allocated to the 

node, the indegree of that node is decremented by one. 

After the job is completed, the node creates an 

incoming edge and increments the in-degree by one. 

The addition and deletion of processes is done by the 

process    of    random    sampling.    Each    process   is 

characterized by a parameter know as threshold value, 

which indicates the maximum walk length. A walk is 

defined as the traversal from one node to another until 

the destination is found. At each step on the walk, the 

neighbour node of current node is selected as the next 

node. In this algorithm, upon receiving the request by 

the load balancer, it would select a node randomly and 

compares the current walk length with the threshold 

value. If the current walk length is equal to or greater 

than the threshold value, the job is executed at that 

node. Else, the walk length of the job is incremented 

and another neighbour node is selected randomly. The 

performance is degraded as the number of servers 

increase due to additional overhead for computing the 

walk length. 

 
Benifa et al. [13] proposed a scheduling strategy named 

efficient locality and replica-aware scheduling  

(ELRAS) integrated with an autonomous replication 

scheme (ARS) to enhance the data locality and 

performs consistently in the heterogeneous 

environment. ARS autonomously decides the data 

object replicated by considering its popularity and 

removes the replica as it is idle. The results proved that 

efficiency of the algorithm is better for heterogeneous 

clusters and workloads. 

 
Singh et al. [14] proposed a novel autonomous agent- 

based load-balancing algorithm called A2LB for cloud 

environments. Their algorithm tries to balance the load 

among VMs through three agents: load agent, channel 

agent, and migration agent. Load and channel agents 

are static agents whereas migration agent is an ant, 

which is a special category of mobile agents. Load 

agent controls the information policy and calculates a 

load of VMs after allocating a job. A VM Load Fitness 

table supports the load agent. The fitness table 

maintains the list of all details of the VM properties in  

a data center such as id, memory, a fitness value, and 

load status of all VMs. Channel agent controls the 

transfer policy, selection policy, and location policy. 

Finally, the channel agent initiates  the  migration 

agents. They move to other data centers and 

communicate with the load agent of that data center to 

acquire the status of VMs present there, looking for the 

desired configuration. Result obtained through 

implementation proved that this algorithm works 

satisfactorily. 
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IV. CONCLUSION AND FUTURE WORK 
 

Thus in cloud environment, proper load balancing 

avoids fail-over and bottlenecks which in turn improves 

flexibility, scalability of resources and it also reduces 

over-provisioning of VM allocation and minimizes 

resource utilization. This paper presents a detailed 

survey on load balancing algorithms along with the 

metrics. 

 
In future, research work will be carried out in 

conservation of energy on cloud and also workload 

optimization by providing efficient computation and 

effective processing of resources. 
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