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ABSTRACT 
 

Multiprocessor systems have multiple processors which are basically challenging for managing resources and 

processor time. There is no system which can be completely deterministic whether the system has enough capacity 

to handle all requests and loads within the requisite time. Multiprocessor system scheduling are having two types of 

queue based scheduling: Single-Queue Multiprocessor Scheduling (SQMS) and Multiple Queue Multiprocessor 

Scheduling (MQMS). This paper analyzes both these multiprocessor scheduling schemes and their transition 

behaviour of processes over queues for balancing the load of a system. We have also applied stochastic modeling for 

simulation study and compared their performance. 

Keywords : Multiprocessor systems, MQMS, Markov Chain model, Process migration, SQMS, Scheduling, 
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I. INTRODUCTION 

 
Today’s biggest challenge of operating system 

designers is to design efficient scheduling policies due 

to the increasing growth of computation power and 

ability to solve different problems in operating systems. 

Poor performance of the operating system can have 

considerable impact on application's performance. 

Scheduling is the procedure of assigning processor time 

and resources to the processes for execution. 

Multiprocessor systems are those systems that  need 

multiple processors and multiple memory units 

(optional) to provide greater capacity. These systems 

are increasingly at the high-end of the computing 

spectrum in which data is shared across multiple 

processors. [1], [3], [4], [8] [9] [10] developed genetic 

algorithms to solve the multiprocessor scheduling 

environment problems with fitness value and the 

percentage of success for scheduling real time tasks 

using GA parameters result in terms of fitness value 

and the percentage of success for scheduling real time 

tasks.  

 

The key objective is to find well-organized scheduling 

algorithms that can efficiently exploit the accessible 

processors with small run-time overhead. To fully 

utilize the system and decrease the completion time of 

parallel applications by accurately distributing the 

processes to the processors. [2] reviewed 

multiprocessor operating systems that is relevant to 

maximize performance, focusing on the exploitation of 

locality in large scale systems. [4], [5] proposed the 

heuristics and meta-heuristic approach to find the 

optimal solution for wide spectrum of techniques and 

general problems. [6] presented Group Ratio Round-

Robin (GR3), the first proportional share scheduler that 

combines accurate proportional fairness scheduling 

behaviour with O(1) scheduling overhead on both 

uniprocessor and multiprocessor systems.  

  

As hardware evolved and workload increased, 

operating system's designers forced to pursue 

procedures which would ensure correctness but also 

achieve higher performance to facing the challenges of 

concurrent workload demands. [14], [15], [16] 

characterized the multi-queue multi-server (MQMS) 

queuing systems and model in addressing resource 

allocation problems in various networks in a time-

slotted with stochastic ordering that the results are still 

valid for more general connectivity and arrival 

processes with simultaneously maximizes the 

instantaneous throughput and balances the queues. [7], 
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[11], [12], [13]  worked on different task duplication-

based (TDB) scheduling algorithms and discussed 

different types of performance metrics in terms of their 

priority attributes, time complexity, greater efficiency, 

minimum makespan time, speedup, efficiency, load 

balance and normalized scheduling length. [17][18][19] 

[20] [21] [22] [23] used a Markov chain model for the 

study of transition probabilities with random jumps of 

scheduler to analyze different scheduling schemes like 

Multi-level Queue(MLQ), Multi-level Feedback 

Queue(MLFQ) and Round Robin(RR). 

 

A multiprocessor scheduler should consider affinity 

when making its scheduling decisions, perhaps 

preferring to keep a process on the same CPU if 

possible and to run it on the same processor, as it will 

run faster if some of its state is already present in the 

caches on that CPU. If, instead, one runs a process on a 

different CPU each time, the performance of the 

process will be worse, as it will have to reload the state 

each time it runs. [24], [28] studied brief of stochastic 

processes and Markov chain Model and [25], [26], [27] 

helped to understand different CPU scheduling scheme 

in various kind of operating systems. 

 

II. MULTIPROCESSOR SYSTEMS 

SCHEDULING MODEL 
 

In Multiprocessor systems, the arriving processes are 

kept in the process queue, moved on to the scheduler 

for process scheduling and then allocates these 

processes to other processors in the system. Every 

processor has a dispatch queue connected with it. The 

processor carry out processes in the order they appear 

in the dispatch queue. These dispatch queues is 

responsible for the communication between the 

scheduler and the processors. The scheduler works 

simultaneously with the processors. The scheduler 

schedules the recently arriving processes and informs 

the dispatch queue while the processors execute the 

processes assigned to them. The scheduler makes sure 

that the dispatch queues of the processors are filled 

with a minimum number of processes so that the 

processors will always have a few processes to execute 

after executing the currently running processes. 

 
There are two types of multiprocessor scheduling:  

1. Single Queue Multiprocessor scheduling (SQMS) 2. 

Multi Queue Multiprocessor scheduling (MQMS) 

 

Single queue scheduling in which by putting all 

processes that need to be scheduled into a single queue 

that is referred by single-queue multiprocessor 

scheduling or SQMS. It is the simplest approach that 

picks the best job to run next and adjust it to work on 

more than one CPU. But this approach is having lack of 

scalability and cache affinity. The scheduler works 

correctly so inserted some form of locking to accesses 

the single queue but locks can greatly reduce 

performance as the number of CPUs in systems grows. 

To handle this affinity problem, most SQMS 

schedulers having processes will continue to run on the 

same CPU if possible to balance load whereas 

implementing some kind of affinity fairness could be 

complex. 

 

 
 

Figure 2 depicts general SQMS model in which all 

processes S1 to S4 go into a single queue (process 

queue) and processors P1 to P4 pull these processes 

from the queue as needed or on demand. SQMS can be 

modified to preserve affinity. 

 

Because of the synchronization overheads caused in 

single-queue schedulers, some systems choose for 
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multiple queues, e.g., one queue per CPU so this 

approach is referred as multi-queue multiprocessor 

scheduling (MQMS) which consists of multiple 

scheduling queues in which as a process enters the 

system placing on exactly one scheduling queue that 

follows some heuristic or randomly picking one of 

them. So that independently scheduled and eliminating 

the problems of sharing information and 

synchronization occurring in the single-queue approach. 

Probably each queue follow a particular scheduling 

scheme like round robin and any other algorithm can be 

used.  

 
 

The figure 3 depicts MQMS model in which each 

processor P1 and P2 maintains its own queue  Q1 and Q2 

respectively. Processors schedule their processes 

independently. MQMS have multiple queues as per 

processor. So MQMS scheduling consists of multiple 

scheduling queues in which processes migrate into 

queues. 

 

MQMS should be inherently more scalable than SQMS. 

As the number of processor increases  then 

simultaneously increasing  the number of queues so 

that  no longer exits lock and cache contention 

problems and also provides affinity. The biggest 

challenge in multi-queue based approach having load 

imbalance. By solving this problem is to move 

processes by process migration. By migrating a process 

from one CPU to another, true load balance can be 

achieved. This paper applies stochastic model to these 

multiprocessor scheduling schemes to improve  the 

migration of processes and load balance and compare 

their performance. 

 

III. THE STOCHASTIC MODEL 
 

A Markov process is a stochastic or random process in 

which the probability distribution of the current state is 

conditionally independent path of past states, a 

characteristic called the Markov property. So Markov 

chain is a discrete-time stochastic process with the 

Markov property. This is a stochastic model that 

generates sequences in which the probability of a 

symbol depends on the previous symbol. 

 

The probability that a sequence x is generated by a 

Markov chain model 

 

P(x) = P(x1, x2,......., xn)  

   = P(x1, x2,......., xn-1). P(xn | x1, x2,......., xn-1)  

   = P(x1, x2,......., xn-2). P(xn-1 | x1, x2,......., xn-2). P(xn | x1, 

x2, ......., xn-1) 

   = P(x1). P(x2| x1)....... P(xn | x1, x2,......., xn-1) 

 

One assumption of Markov chain is that the probability 

of xi only depend on the previous symbol xi-1 i.e. 

 P(xn | x1, x2,......., xn-1)  = P(xn | xn-1) 

Thus,  

 P(x)= P(x1). P(x2| x1)....... P(xn | xn-1) 

 

We apply this stochastic Markov Chain model to 

queue-based multiprocessor scheduling including 

SQML and MQML schemes using some assumptions 

and restrictions. 

 

IV. THE PROPOSED MARKOV CHAIN MODEL 

FOR SQMS AND MQMS SCHEMES 
 

In multiprocessor system model, we assign P 

processors to a set of N parallel queues in a time-slot. 

The connectivity of each queue to each processor is 

assumed to be transition process. In  MQMS, each 

processor can process at most one queue and each 

queue can be processed by at most one processor 

during each time slot whereas in SQMS each processor 

can process only single queue at each time slot.  So 

optimal assignment policy over queues and processors 

for a system in stochastic ordering to balance load and 

concurrency. Considering two types of scheduling 

schemes SQML and MQML with Markov Chain model 

as follows: 

 

4.1. SQMS Schemes  

 

Figure 5 and 6 depict that single queue multiprocessor 

scheduling (SQMS) scheme defines three processors P1, 

P2, P3 and a queue Q which accepts a new process. In 

this scheme, putting all processes that need to be 

scheduled into a single queue Q and each processor 

simply picks the next process from this shared queue Q 

globally. A quantum is a little pre-defined time slot that 
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is specified for executing processes in a queue Q. So 

there are 4 states in this scheduling systems in which 

scheduler has a random movement over these states Q, 

P1, P2 and P3 as per variation in quantum. Scheduler 

moves from one state to other state at the end of a 

quantum. Process remains with processors until the 

quantum is completed. If a process didn't complete in 

specified quantum then scheduler allots next quantum 

to the next process of the queue Q. Symbol n assigns 

the n
th
 quantum that is allocated by the scheduler to a 

process for execution (n=1,2,3,4.). Suppose {X
(n)

, n0} 

be a Markov chain where X is a state of scheduler at 

the n
th
 quantum of time that jumps randomly over these 

4 states in different quantum of time. The state space 

for the random variable X is {Q, P1, P2, P3}.  

 

a) Unrestricted SQMS Scheme 

 

Figure 4 depicts unrestricted transition model of SQMS 

scheme in which each queue get processing from at 

most one processor during each time slot and transition 

among processors. Consider the initial probabilities of 

states are as follows: 

 

 
 

Let Tij (i, j=1,2,3,4) be transition probabilities of 

scheduler over four states then transition probability 

matrix are shown in figure 5. 

 
The state probabilities can be determined for the n

th
 

quantum by the following expressions: 

 
b) Restricted SQMS Scheme  

In figure 6, some transition among queue and 

processors are restricted where a new  process can enter 

to the queue Q then move process queue to/from any of 

parallel processors P1, P2 and P3. Some transitions P2 to 

P1,  P3 to P2, P1 to P3 and P3 to P1 are restricted as a 

special scheme. 

 
So the transition probability matrix under  restricted 

scheme are  

 

 
The generalized equation of SQSM restricted scheme 

for n quantum is as follows:  
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4.2. MQMS schemes 

 

Assume that three processors P1, P2 and P3 are assigned 

to a set of queues Q1, Q2, and Q3 in a time slot manner 

in MQMS scheme that are shown in figure 8 and 10 

where queues Q1, Q2, and Q3 accept a new process. In 

this scheme, placing all processes that need to be 

scheduled into queues Q1, Q2, and Q3 and each 

processor chooses the next process from these queues. 

A quantum is a tiny pre-defined time period that is 

specified for executing processes in these queues. So 

there are six states in this scheduling systems in which 

scheduler has a stochastically moving over these states 

Q1, Q2,  Q3, P1, P2 and P3 that varied according to 

quantum. Scheduler moves from one state to other state 

at the end of a quantum. Process remains with 

processors until the quantum is completed. If a process 

didn't complete in specified quantum then scheduler 

allots next quantum to the next process of the queues. 

Symbol n assigns the n
th
 quantum that is allocated by 

the scheduler to a process for execution (n=1,2,3,4,5,6). 

Suppose {X
(n)

, n0} be a Markov chain where X is a 

state of scheduler at the n
th
 quantum of time that goes 

randomly over these six states in different quantum of 

time. The state space for the random variable X is { Q1, 

Q2, Q3, P1, P2, P3}.  

 

a) Unrestricted MQMS Scheme 

 

The connectivity of each queue to each processor is 

randomly changing with time; each processor can serve 

at most one queue and each queue can be served by at 

most one processor during each time slot as stochastic 

ordering which is mentioned in figure 9. 

 
 

Consider the initial probabilities of states are as follows: 

 

 
 

Now defining Transition Probability Matrix for this 

scheme is in figure 10  

 
 

The generalized equation of  MQMS unrestricted 

scheme for n quantum is as follows:  

 
 

b) Restricted MQMS Scheme 

 

Figure 11 represents restricted MQMS scheme in 

which each queue is restricted to get processing from at 

most one processor during each time slot. 
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Defining Transition Probability Matrix for this scheme 

is in figure 12 

 

 
 The generalized equation of MQMS restricted 

scheme using indicator function Rij for n quantum is as 

follows:  

 
 

V. GRAPHICAL ANALYSIS AND SIMULATION 

STUDY 
 

Our analysis is based on stochastic modeling technique 

which is a interactive scientific approach to study the 

behaviour of proposed system. Simulation study is 

performed through Markov Chain Model to analyze the 

scheduler behaviour under queues and processors 

according to proposed multiprocessor scheduling 

schemes that are categorized into restricted and 

unrestricted SQMS and MQMS. 

1)  For SQMS Scheme 

 

Let the initial probabilities for both SQMS Schemes are  

Pb1 = 1, Pb2 = 0, Pb3 = 0, Pb4 = 0. 

 

a) Unrestricted SQMS scheme  

Consider the following Transition probability matrices 

and graph according to quantum variation for 

unrestricted SQMS Scheme: 

 

 

 
b) Restricted SQMS scheme  

Consider the following Transition probability matrices 

and graph according to quantum variation for restricted 

SQMS Scheme: 
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2)  For MQMS Scheme 

Let the initial probabilities for both MQMS Schemes 

are  Pb1 = 1, Pb2 = 0, Pb3 = 0, Pb4 = 0,  Pb5 = 0, Pb6 = 

0. 

a) Unrestricted MQMS scheme  

Consider the following Transition probability matrices 

and graph according to quantum variation for 

unrestricted MQMS Scheme: 

 

 

 
b) Restricted MQMS scheme  

Consider the following Transition probability matrices 

and graph according to quantum variation for restricted 

MQMS Scheme: 

 
  

 

 

VI. EVALUATION AND COMPARITION ON 

GRAPHS OF PROPOSED SCHEMES 
Figure 5.1 represents graph of SQMS unrestricted 

scheme in which analysing state probabilities of single 

queue Q is little higher than processors P1, P2 and P3. 

As quantum increases specially for n >= 2, values of 
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state probabilities are almost stable. Basically graph 

patterns are changing for the value of n=1 and n=2. 

This is to observe that this scheme has transiting 

processes in simple way among queue Q and  

processors P1, P2 and P3 as the concept of SQMS.  

 

Figure 5.2 signifies SQMS restricted scheme graph 

where probability of P3 is going to upward direction 

whereas for single queue Q and for processors P1, P2 

are moving downward as per quantum variation due to 

perform some restrictions. It shows that processes 

migrate among Q and P1, P2 to balance load in efficient 

way and better utilization of resources such as 

processor time.  

 

Figure 5.3 symbolizes MQMS unrestricted scheme 

graph that shows three queues Q1, Q2, and Q3 assigning 

to processors P1, P2 and P3 where scheduler jumps 

randomly over all queues and processors without any 

restrictions. Here probabilities are altering upto the 

quantum n = 1 to n = 3 whereas  from n = 4, 

probabilities comes almost stable or small variations. It 

proves that MQMS is more suitable and efficient than 

SQMS for handling multiple processes to maintain 

balance load among queues and processors.      

 

Figure 5.4 depicts MQMS restricted scheme graph in 

which process migrations over queues and processors 

are restricted so that state probabilities of queues Q1, Q2, 

and Q3  and processors P1, P2 and P3 have lots of 

variations as the quantum grows.  So we can say that 

the process scheduling aspect in this scheme is stronger 

than previous one.  

 

VII. CONCLUSION 
 

Proposed schemes are designed for single-queue and 

multi-queue multiprocessor scheduling using stochastic 

modeling. This paper evaluates and compares SQMS 

and MQMS under Markov Chain model. Simulation 

study is performed using graphical analysis applied on 

the proposed model in which restricted schemes is 

more useful, reliable and efficient than unrestricted 

schemes of SQMS and MQMS. It is remarkably clear 

that restricted MQMS scheme is better balancing of 

load during processing and more productively utilize 

the resources measures and metrics among queues and 

processors. 

 

Observing one thing that if initial probabilities become 

change which does not affect graphical patterns of all 

these schemes that means minor changes occur. So that 

we can say MQMS provides overall better performance 

than SQMS to improve load balancing because 

increasing the number of queues as per processor in 

MQMS. We found that they needed to restructure the 

Multiprocessor OS to utilize the hardware more 

efficiently in order to improve performance, to reduce 

memory contention, to balance load and to migrate 

processes among queues and processors. 
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