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ABSTRACT 
 

Opinion words extraction about products reviews from twitter is becoming an interesting area of research. This 

research motivated to develop an automatic opinion mining application for users. In this paper, a novel model for 

detecting noun phrases opinion words of user about the product reviews from tweets were proposed and aspect-

based opinion mining model was used to get the polarity of opinion words as positive and negative reviews from 

Twitter dataset. The real-time datasets are analysed based on the experimental results.  

Keywords: Aspect, Opinion mining, Polarity, Twitter 

 

I. INTRODUCTION 

 
Opinion and sentimental analysis technique is an 

efficient means of determining public opinions. Usually 

to collect customer comments, online or paper based 

surveys are used. Now, people tend to comment on 

their opinion in the social networking websites such as 

facebook or tweet profile. Therefore, the paper-based 

approach is not an efficient approach to review the 

customer comments. Therefore, Facebook, Twitter and 

all other social media sites are full of people‘s opinions 

about products/services they use, comment about 

popular personalities and much more. In this paper, 

large data sets from Twitter are analysed to determine 

the popularity of a given product from tweets. Tweets 

are a dependable source of information because people 

tweet about everything they do at present including 

buying new products and reviewing them. The data are 

collected using the Twitter public API, which allows 

developers to extract tweets from twitter 

programmatically. The unnecessary information is 

removed from the collected data [1].  

 

The rest of the paper is organized as follows. The 

literature work regarding the twitter data analysis 

which used for determining the polarity of tweets has 

been discussed in ―Related work‖. The proposed work 

of the aspect based opinion words identification has 

been implemented in ―Proposed system‖. The results of 

the work have been visualized graphically and 

suggestion made along with supporting literature has 

been obtained in ―Result and Discussion‖. Finally, 

―Conclusion‖ draws the conclusion.  

 

II.  RELATED WORKS 
 

Jantima Polpinij et al. described towards the problem of 

analyzing the feedback in multiple languages and 

proposed the classification of multilingual sentiments 

analysis. The processing of framework consist two 

steps where first step deals with classification of 

reviews into two language classes and second step 

focuses on classifying textual dataset into positive and 

negative sentiments. The first step is implemented with 

the help of lingual separation of review by employing 

character analysis. The next step uses Latent Semantic 

Indexing method to group the similar words from 

group of documents based on word concept [2]. Samir 

E.Abdelrahman, Ebtsam Abdelhakam Sayed, Reem 

Bahga contributed about the integration of two 

SentiWordNet based on sentence level polarity 

classification. The main step is employed to find the 

score of foremost word sense using word sense 

disambiguation algorithm and to collect list of non-zero 
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values for prior sentiment words of subjectivity bound 

lexicons. The experiment had conducted based on 

different lexical resource that had merged with feature 

selection to train the classifier. The system fails to use 

best feature selection algorithm that results in improper 

classification of polarity of lexicon [3]. 

 

Akshil Kumar, Teeja Mary Sebastian  proposed to mine 

the sentiment analysis of tweets from Twitter and 

developed a hybrid approach using both corpus based 

and dictionary based methods to determine the 

semantic direction of the opinion words in tweets [4]. 

Su Su Htay and Khin Thidar Lynn used the data of 

movie review, customer feedback review, and product 

review. The numerous statistical feature selection 

methods are used and directly machine learning 

techniques are applied. These experiments show that 

machine learning techniques only are not well 

performing on sentiment classification and show that 

the presence or absence of word seems to be more 

indicative of the content rather than the frequency for a 

word [5]. Zhang and Liu analysed to identify such 

opinionated noun features and this method to deal with 

the problem for finding product features, which are 

nouns, or noun phrases are proposed [6]. 

 

III. PROPOSED ASPECT BASED MINING 

 

The aspect-based opinion mining is also referred as the 

feature-based opinion mining. The opinion goal has 

been decomposed into entity and its aspects. The 

aspects are used for representing the entity itself in the 

result and covers both entities and aspects. The target 

of opinion mining is to extract customer feedback data 

such as opinions on products and present information 

in the most effective way that serves the chosen 

objectives. Customers express their opinion words in 

review sentences with single word or phrase. Let us use 

an example of the review in the tweets: ―Battery life is 

short.‖ In this sentence, the aspect (feature) is ―battery 

life‖ and opinion word is ―short.‖ Therefore, the 

aspects and opinion words need to be identified from 

the tweets. Figure 1 shows the overall process for 

generating the results of aspect-based opinion mining.  

 

The system input is the real time user data about the 

products collected from the Twitter data. The 

preprocessing of the tweet is performed first for 

removing the needless symbols, then tweet tokenization 

is used to split the group of tweets into single tweet, 

POS tagging to parse the sentence and then identify 

product aspects and opinion words. The extracted 

opinion words are used to find out the opinion direction, 

which is positive or negative. Finally, the opinions for 

each product feature based on their orientations are 

summarised. 

 

 
Figure 1. Overall Block Diagram of the proposed 

system 

Steps of the Proposed System  

Step 1: Extract the tweets from the database using 

certain keywords. 

Step 2: Preprocessing steps such as stop word removal, 

white space removal, special symbol removal of the 

extracted reviews are done. 

Step 3: Part of Speech tagging of the preprocessed 

tweets are performed. 

Step 4: Opinion word list are created from the POS 

tagged reviews. 

Step 5: Compute the score of word through 

SentiWordNet dictionary, where the score of all   

aspects that have same part of speech as of the word are 

computed and averaged to give final score of the word. 

Step 6: The score of the aspect based review are 

calculate by using step 5. 

Step 7: If calculated total score is > 0 then polarity of 

aspect based review is positive. 

Else if calculated total score is <0 then polarity of 

aspect based review is negative. 
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A. Tweet Extraction 

 

The tweets are used as a data set, which is used to 

extract tweets in a large scale from Twitter using the 

Twitter public API. This tweet extraction has been 

implemented in Python script. Twitter grants a large set 

of filtering parameters so that a well-defined set of 

tweets can be acquired using Twitter API.  

 

Once the query has been created it can be ran by the 

API and all relevant twitter data information will be 

provided as output in the browser and this data was 

directly inserted into a database.  Each tweet contains 

several types of information like user name, tweet id, 

text, location, url etc. Initially the twitter API allowed 

tweet locations in the form of latitude and longitude to 

be available with every tweet where the user has made 

his/her location public. The tweets are collected based 

on the keywords are extracted and saved in database.  

 

B. Tweet Preprocessing 

 

The data obtained from the API obviously contains 

many non-relevant information. Very basic and simple 

cleanup was performed using Python script. The 

random characters and other useless information in a 

tweet were filtered out before further analysis. Natural 

Language Processing techniques were used to filter out 

these useless data. In order to provide only important 

data, in general a clean tweet should not contain URLs, 

hashtags (i.e.#Rain) or mentions (i.e. @kamal).Then 

tabs and line breaks should be replaced with a blank 

and quotation marks with apexes. After, all the 

punctuation is removed in this step. \ 

 

C. Tweet Tokenization 

 

Tokenization is the process of breaking a stream of text 

into meaningful words (stems), phrases or symbols. 

The tokens can be used further for parsing (syntactic 

analysis) or text mining. Tokenization is considered 

easy relative to other tasks in text mining. The first step 

is to segment text into words in majority of text 

processing applications. In English languages, word 

tokens are delimited by a blank space. Thus, for such 

languages, which are called segmented languages token 

boundary identification is a somewhat trivial task since 

the majority of tokens are bound by explicit separators 

like spaces and punctuation. 

A simple token which replaces white spaces with word 

boundaries and cuts off leading and trailing quotation 

marks, parentheses and punctuation produces an 

acceptable performance. The next step is to handle 

abbreviations. In English languages, even though a 

period is directly attached to the previous word, it is 

usually a separate token which signals the termination 

of the sentence.  

 

D. Part of Speech Tagging 

 

The main goal of this paper is to find out product 

features and opinion words and also to find polarity of 

opinion word as positive and negative. In general, 

opinion words are adjectives and product features are 

nouns. Consider following example  

 

―iphone 8 is excellent phone‖ 

 

In above sentence, phone (product feature) is noun and 

excellent (opinion word) is adjective. In part-of-speech 

(POS tagging), each word in review is tagged with its 

part of speech (such as noun, adjective, adverb, verb 

etc). After POS tagging now it is possible to retrieve 

nouns as product features and adjectives as opinion 

words.  

 

 Figure 2 shows how above sentence will be tagged 

using POS Tagger. In tagged sentence, excellent is 

tagged with tag JJ which indicates ‗excellent‘ is an 

adjective where a ‗phone‘ is tagged as NN which 

indicates noun. Table 1 indicates the part of speech 

tagger 

 

 
 

Figure 2. POS Tag parser structure 
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Table 1. Parts of Speech Tagger 

 

Tag Description 

IN  Preposition or 

subordinating 

JJS Adjective, 

Comparative 

JJR Adjective, Superlative 

NN Noun, singular or 

mass 

NNS Noun, plural 

NNP Proper noun, singular 

NNPS Proper noun, plural 

VBN Verb, past participle 

VBP Verb, non-3rd person 

singular present 

VBZ Verb, 3rd person 

singular present 

RB  Adverb 

RBR Adverb, comparative 

RBS Adverb, superlative 

 

E. Aspect Extraction 

 

The key characteristic of aspect extraction is that an 

opinion always has a target. The target is often word to 

be extracted from a sentence. Each opinion expression 

and its target from a sentence are recognized. Some 

opinion expressions can take part in two tasks, i.e., 

signifing a positive or negative polarity and implying 

an (implicit) aspect (target). For example, in ―this 

mobile is cheap,‖ ―cheap‖ is a sentiment word and 

indicates the aspect price. Here, the approach called 

aspect extraction is used based on frequent nouns and 

noun phrases. Since existing research on aspect 

extraction is mainly carried out in online tweets and 

these tweets context to describe these techniques. In 

this paper, finding frequent nouns and noun phrases 

find explicit aspect expressions that are nouns and noun 

phrases from a large number of reviews in a given 

domain. 

 

F. Identifying opinion words and Sentimental 

analysis 

 

The opinion words are generally adjectives words. If a 

sentence contains one or more product features and one 

or more opinion words, then the sentence are called an 

opinion sentence. In opinion polarity identification 

word, semantic orientations of each opinion words are 

identified. Semantic orientation means identifying 

whether opinion word is expressing positive or 

negative opinion. Opinion polarity identification 

predicts the orientation of an opinion sentence. 

Consider following sentence-  

 

―It is not an excellent phone‖ 

 

The above sentence contains opinion word ‗excellent‘ 

which expresses positive opinion. But sentence 

expresses negative opinion because of negation word 

‗not‘. So by finding opinion word polarity 

identification it is necessary to find polarity of opinion 

sentence. A list of negation words such as 

‗no‘, ‘not‘, ‘but‘ etc. can be prepared and negation rules 

can be formed for finding the opinion sentence polarity 

identification. To determine the final orientation of the 

sentiment on each aspect in the sentence, the resulting 

sentiment scores are calculated using the equation (1). 

Let the tweet be s, which contains a set of aspects 

{as1,…, asm} and a set of sentiment words or phrases 

{sw1, …,swn} with their sentiment scores. The 

sentiment orientation for each aspect asi in s is 

determined by the following aggregation function: 

 

     (     )

 ∑
      

    (       )
     

                                            ( ) 

 

where swj is an sentiment word/phrase in s, dist(swj, asi) 

is the distance between aspect asi and sentiment word 

swj in s.swj. so is the sentiment score of swi. The 

multiplicative inverse is used to give lower weights to 

sentiment words that are far away from aspect asi. If the 

final score is positive, then the opinion on aspect asi in 

s is positive. If the final score is negative, then the 

sentiment on the aspect is negative. Table 2 shows the 

tweet, which identifies the opinion words and its score 

value respectively. 

 

Table 2. Identifying opinion words and its score value 

Word                   POS tag                   Score 

Iphone                   NN                            0 

Is                          VBZ                           0 

Excellent                 JJ                           +2 

Phone                     NN                           0 

Overall Score                                         +2 
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IV. RESULTS AND DISCUSSION 

 

A. Dataset Collection 

 

In this paper, the input to the opinion mining process is 

the set of real time tweets. Tweets are queried several 

times between July and August of 2017 to obtain 

information mentioning the mobile products. Twitter 

offers two APIs to retrieve data from tweets: REST and 

Streaming. In this paper, the REST API was used in 

Python script. The collected reviews are stored in a 

database, which is used for the Opinion Mining process. 

The only electronic product trending on twitter was the 

iPhone 8. So the product iPhone 8 are used for 

analyzing the tweets.  

 

The tweets which contained the term ‗iPhone 8‘ was 

collected from Twitter Streaming API and decided to 

determine which feature of the iPhone 8 was most or 

least popular the query was enhanced using a few 

keywords to obtain feature specific tweets. An example 

would be ‗iPhone 8 battery‘. This query parameter will 

cause the API to return only tweets, which contain both 

iPhone 8, and battery terms together which results in 

tweets about the battery performance of the iPhone 8. 

Other keywords used were ―camera‖, ―iOS‖, ―iTunes‖, 

―screen‖, ―sound‖, and ―touch‖. For each tweet, the 

user name, tweet text, location are extracted. Figure 3 

represents the collection of tweets in a database. Figure 

4 presents the text extraction from the database. 

 

Figure 3. Collection of tweets in database 

 
Figure 4. Text extraction from database 

 

B. Preprocessing 

 

After data collection, the tweets are extracted 

separately from the text file. In this paper, the accuracy 

of data is improved by preprocessing method and 

avoids unnecessary data processing in each phase. It 

includes remove unnecessary words and non 

alphabetical characters. Here, NLTK techniques are 

used for preprocessing the tweets as shown in Figure 5. 

 
 

Figure 5. Some list of stop words 

 

C. Tokenizing the tweet 

 

This method will read reviews from text file after 

preprocessing the tweets. The text file consists of 

paragraphs. Therefore, the entire file will break into 

sentence. This sentence can individually used for 

mining as shown in Figure 6. 
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Figure 6. Tokenizing method 

 

D. Part of Speech Tagging 

 

After tokenizing the tweets, POS tagging is used for 

parsing the tweets. Tagging is the process of assigning 

a part of speech marker to each word in an input text. 

Because tags are generally also applied to punctuation, 

tokenization‘s are usually performed before, or as part 

of, the tagging process are shown in Figure 7. 

 

 
Figure 7. POS tagging 

 

E. Aspect Extraction 

 

In this paper, aspect is extracted as important features 

and rated by the reviewers. An aspect may be a single 

word or a phrase for a particular domain is identified 

through the training process. In order to extract the 

aspect, the noun and noun phrases of the tweets are 

need to be searched  as shown in Figure 8. Table 3 

displays the extraction of the aspects from the tweets 

and the number of aspects found in the tweets. 

 

Figure 8. Aspect extraction 

TABLE 3 

LIST OF ASPECT EXTRACTION 
 

Aspect Extraction No of aspects 

Service 18 

Speaker phone 16 

Radio 16 

Quality 12 

Size 12 

Battery Life 11 

Radio 11 

Voice 11 

Screen 11 

Camera 9 

F. Identifying Opinion Words and Their 

Orientation 

 

In this method, the opinion words are the words, which 

express their opinions towards aspects. In this step, the 

aspect related opinion words should be identified. The 

opinion words are mostly verbs, adverb, adjectives, 

adjective and adverb verb arrangements. For each 

opinion word, we need to identify its semantic 

orientation, which will be used to predict the semantic 

orientation of each opinion sentence. To get the 

contextual information of a sentence, negations should 

be handled appropriately. If the opinion word is in 

negative relation, then its priority score is reversed for 

negation handling purpose. Figure 9 shows the 

identification of opinion words polarity and Table 4 

displays the list of some opinion words and its 

sentimental analysis respectively. Figure 10 displays 

the graphical analysis of aspects and its polarity 

reviews 
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Figure 9. Identifying the polarity of the opinion words 

 

TABLE 4 

 LIST OF SOME OPINION WORDS AND ITS SENTIMENTAL 

ANALYSIS 

Opinion words Positive Negative 

Service 23.71 13.4 

Speaker phone 28.57 3.9 

Radio 28.0 12.0 

Quality 19.66 11.11 

Size 22.61 12.17 

Battery Life 20.9 14.93 

Radio 27.27 9.09 

Voice 17.57 10.81 

Screen 28.4 8.64 

Camera 26.09 2.17 

 

 

 
Figure 10. Graphical analysis of aspects and its polarity reviews 

 

V. CONCLUSION 
 

Opinion mining is a research domain dealing with 

automatic methods of detection and extraction of 

opinions and sentiments presented in a tweet. Opinion 

mining applications can result in creation of effective 

referral systems, financial analysis, market research and 

product development. In this paper, we implemented an 

idea to find sentimental analysis of the opinion words 

or phrases for each tweet from user reviews from 

Twitter in an efficient way. Proposed system 

successfully effective in defining the semantic polarity 

of input reviews. Aspect-based opinion mining aims to 

extract aspects and opinions from customer reviews in 

Twitter. This work, the aspects and their corresponding 

opinions not only help the consumers‘ decision-making 

process, but can also be used by manufacturers and new 

market researchers.  
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