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ABSTRACT 

 

Data clustering is frequent research problem in many data mining applications. In this view, many clustering 

methods proposed in literature. One type of clustering is partitioning method which is centroid based 

technique. In this paper we are presenting the case study on conventional or static k-means partition clustering 

algorithm. Here we used static means the basic input parameter given to k-means is number of cluster (k), 

which constant for complete execution of data set. We need to decide the k values before algorithm starts and It 

does not changes, when there is a change in data set. We considered the some cases like distance measures, 

what is right number of clusters and relations between the algorithm parameters. We executed k-means 

algorithm on small data set and large data set and we presented the detailed steps for each case by showing the 

results 
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I. INTRODUCTION 

 
For given data objects for analysis, we can perform 

unsupervised method called clustering [1]. Clustering 

is a process of grouping the data into partition. Each 

partition is known as clusters [2]. The data objects are 

grouped based on the characteristics or features. The 

data objects with same properties or similar to each 

other is grouped in to one [3]. The basic criteria in 

clustering are, the similarity between the clusters 

have minimum and similarity within the clusters 

have high. To find the similarity or dissimilarity, in 

literature there many methods present. In general, 

distance measures are used to calculate the similarity 

in data objects.  Clustering is used many potential 

applications, it become a challenging field in 

research. Based on requirements of applications, 

many categories of clustering algorithms [4] are exits 

in literature. The traditional clustering algorithms 

are Partition clustering, Hierarchical methods, 

Density-based algorithms etc.  

In clustering problem, we need to input the some 

parameters like number of clusters labeled as k, 

cluster size, constraints, etc.  The frequent problem 

of clustering is determining the number of clusters in 

a given data set. In one of type of clustering 

algorithms, in particular partition clustering 

algorithms and EM algorithms, the input parameter 

given to algorithm is k that specifies the number of 

clusters. We need prior knowledge on number of 

clusters. The correct value of k is uncertain, with 

interpretations depending on the shape and scale of 

the distribution of points in a data set and the desired 

clustering resolutions of the user. If appropriate value 

of k is not known from the prior knowledge of the 

properties of the data set, it must be chosen 

somehow. For finding the number of clusters, several 

methods exits in literature. 

 

In this paper we are considering some of the cases 

like the problem of distance measure, finding the 

right number of clusters in clustering process and 
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relationships on cluster parameter by executing and 

analyzing the static k-means algorithm. The static 

means, the main input value given to k-means is k 

(cluster number) value is constant or no change in 

entire cluster process. But if there is change in data 

set, it does not change. Hence, we called the static k-

means algorithm. In this view, our objective is to 

discuss the below cases on static k-means algorithm 

in following sections: 

 

 The static k-means clustering algorithm 

 Distance measures in k-means algorithm 

 Results analysis of k-means algorithm 

 Finding the right number of clusters 

 

 The Static K-Means Clustering Algorithm 

 

The k-means algorithm is centroid based algorithm, 

clusters represented with central vector, which may 

not be a member of data set. When the number of 

clusters fixed to k, k-mean clustering gives a formal 

optimization problems: find the k cluster centers and 

assign the objects to nearest cluster center, such that 

the square distance from the clusters are minimized. 

The optimization problem is NP-hard, which is 

common approach is search for approximate 

solutions. The well known approximate solution is 

Lloyd’s algorithm [5], actually referred as k-mean 

clustering algorithm. Given data set D of n objects 

and k number of clusters to form, a partitioning 

algorithm organizes the objects into k partitions. The 

actual To form the clusters, it uses the objective 

partitioning criterion defined as dissimilarity 

function based on distance. Consider two data objects 

x and y and the dissimilarity function is d(x, y), 

which the distance between x and y. The aim of 

algorithm is organize the clusters such that the value 

of d is minimum within the clusters and its is high 

between the clusters. The most commonly used 

partitioning methods are k-means and k-medoids. 

Here we are presenting the k-means clustering 

algorithm. 

 

The k-means clustering algorithm is a centroid-based 

technique and it takes input parameters a set of n 

objects and k number of clusters. It clusters n objects 

into k number of partitions, so that resulting intra-

cluster similarity is high but the inter-cluster 

similarity is low. In this algorithm cluster similarity 

is measured in mean value of the objects in a cluster 

and which can be represented as centroid of cluster. 

The k- means clustering algorithm takes data set D 

and number of clusters k as inputs to the algorithm. 

Its picks k number of data objects from data set D 

randomly and assign as initial cluster centers or 

mean. For each remaining n-1 objects, it calculates 

the distance between the object and mean of each 

cluster center. It assigns the data object which is near 

to cluster mean by comparing their distances. The 

result of this step is, all data objects are grouped into 

initial clusters. And then calculate the cluster means, 

which represents new cluster means. This process is 

repeated until there is no change in the cluster 

points. We given this algorithms steps in the table 1. 

  

Table  1 :  the k-means partitioning algorithm 

 

Algorithm: k-means. The k-means algorithm for 

partitioning, where each cluster’s center is 

represented by the mean value of the objects in the 

cluster. 

Input:  

 k : the number of clusters 

 D: data set containing n objects. 

Output: A set of k clusters. 

Process: 

Step1. Randomly choose k objects from D as initial 

cluster centers 

Step 2: repeat 

Step 3:       (re)assign each object to the cluster to 

which the objects is the most similar, based on the 

mean value of the objects in the cluster; 

Step 4: update the cluster mean for each cluster; 

Step 5: until no change in cluster points. 
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Example: to show the execution of k-means 

algorithm, we took the small two-dimensional data 

set with eight points.  The data set D = { (2,10), (2,5), 

(8,4), (5,8), (7,5), (6,4), (1,2), (4,9) } and the number 

of clusters k =3. It takes 4 iterations to cluster these 

points. We have shown these iterations in graphs 

starting figure 1 to fig.4. We can identify the changes 

in the cluster points. 

 
Figure 1. First Iteration 

 
Figure 2 . Second Iteration 

 
Figure 3. Third Iteration 

 
Figure 4. Fourth Iteration 

 

 Distance Measures In K-Means Clustering 

Algorithm 

 

In data clustering, group the points into some 

number of clusters, so that members of clusters are in 

some sense as close to other as possible. Each 

clustering algorithm based on some kind of distance 

between points. There two major classes of distance 

measure, one is Euclidean distance measure and 

other one is non-Euclidean distance measure. A 

Euclidean space has some number of real-valued 

dimensions and dense points. A Euclidean distance is 

based on locations of points in such a space. It uses 

the notation of average of two points. A non-

Euclidean distance is based on properties of points, 

but not their location in space. The basic k-means 

clustering algorithm uses Euclidean distance 

measures to find the similarity between the data 

objects.  

 

Basically Euclidian distance can be represented in 

two norms. L2 norm: d(x,y) = square root of the sum 

of the squares of the difference between x and y in 

each dimension as in equ. (2). This is notation is 

common 

 

l used. The k-means algorithm uses L2 norm. Other 

norm is L1 norm: sum uat the difference in each 

dimension. This norm is called Manhattan distance. 

This norm is used when you had to travel along the 

coordinates only.  

L2 norm: d(x, y) = √(x1-y1)2 + (x2-y2)2 + ....+(xn-yn)2        

(2) 

L1norm: d(x, y) = | x1-y1 | + | x2-y2 | +.... + | xn - yn |          

(3) 
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Where (x1, x2 , ..... xn) and (y1, y2, .....,yn) are data 

points with n dimensions. D(x,y) represents the 

distance between the x and y data points. 

 

In this paper we are presenting the both norms of 

Euclidean distance on k-means algorithm. To show 

difference between two norms, we took 8 two-

dimension points and executed on k-means 

algorithm in Weka data mining tool. The comparison 

between the Euclidean and Manhattan distance is 

given in the table. II. 

TABLE II.  DIFFERENCE BETWEEN EUCLIDIAN AND 

MANHATTAN DISTANCE EXECUTION ON K-MEANS 

CLUSTERING ALGORITHM 

 

 Result analysis on k-means clustering algorithm 

 

We executed the static k-means clustering algorithm 

on sample data set and large data set with 1000 

records German credit risk assessment data set in 

Weka data mining tool. From the result of k-means 

algorithm, we analyzed and identify the some 

relationships between the parameters of algorithm. 

The parameters which we are identified are number 

of clusters, number of iterations, time taken to 

cluster the points, sum of square errors and others. 

All these parameters are depends on the number of 

clusters and which is static in the sense we need to 

decide the number of clusters before execution of 

algorithm. This value is same for all iterations. 

 

Experirment 1: we executed static k-means algorithm 

for data set D= D = { (2,10), (2,5), (8,4), (5,8), (7,5), 

(6,4), (1,2), (4,9) } on  different number of clusters 

starting with k=2 to 8 and results are present in table. 

 

From the results table, we observed that as number 

of clusters increases gradually, the number of 

iterations are increased initially and after wards it 

was decrease further. The within cluster sum of 

squared error shows how the data points are compact 

and as separate as possible. It is decreasing gradually 

as we are increasing the number of cluster. At last 

iteration it becomes zero due to each point becomes 

individual clusters and mean is equal to data point. 

 

 TABLE FOR STATIC K-MEANS ALGORITHM RESUSTS WITH DIFF K VALUES 

 

Sample Euclidean distance Manhattan 

distance 

Number 

of 

iteration

s 

4 3 

Within 

cluster 

sum of 

squared 

errors:  

0.258237670068027

2 

1.60714285714285

7 

Attribut

e    Full 

Data 

mean      

X = 4.375, Y= 5.875 X =  4.5 Y= 5     

Cluster 0 

Mean 

X=1.5     Y= 3.5                X= 1.5   Y=   3.5                              

Cluster 1 

Mean 

X=3.6667  Y= 9 X=4        Y=   9 

Cluster 2 

Mean  

X=7 Y=4.3333 X= 7      Y=4 

Time 

taken to 

build 

model 

(full 

training 

data) 

0 seconds 0 seconds 

K 

value 

No. 

Iteratio

ns 

Within cluster 

sum of 

squared error 

AttributesFull data mean Xmean = 4.375 Y mean = 5.875 

Cluster Mean 

C1 C2 C3 C
4 

C5 C6 C7 C8 

X  Y 

 

X  Y  X  Y  X

  

Y  X  y x Y  x y x y 

2 2 1.022561 5.5 3.75 3.25 8 - - - - - - - - - - - - 

3 4 0.258238 1.5 3.5 3.66 9 7 4.33 - - - - - - - - - - 

4 4 0.149766 1.5 3.5 4.5 8.5 7 4.33 2 10 - - - - - - - - 

5 3 0.116550 1.5 3.5 4.5 8.5 8 4 2 10 6.5 4.5 - - - - - - 

6 2 0.098533 6 4 4.5 8.5 8 4 2 10 7 5 1.5 3.5 - - - - 

7 2 0.018016 6 4 4.5 8.5 8 4 2 10 7 5 2 5 1 2 - - 

8 2 0.0 6 4 5 8 8 4 2 10 7 5 2 5 1 2 4 9 
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Experiment 2: We worked on static k-means 

algorithm on German credit risk data set consists of 

1000 records. Each record consist details of 

customers who applied for loan. We took the 

numerical attributes from the data set are duration, 

credit_amout, instalment_commited, 

residence_since, age, exiting_credits, 

num_dependencies, to show the execution of k-

means algorithm. Since conventional k-means 

algorithms works on numerical data. The algorithm 

is executed by drdially increasing number of clusters 

i.e. k value in Weka software and results are given 

the table. The k-means algorithm takes number of 

clusters as input parameter which is static does not 

change and decided before. 

 

The table gives the for each k value number of 

iterations, time taken for clustering and within-

group squared error. The same shown on graphs fig.1  

 

 

Table  3. Results of static k-means clustering with different k values 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 
Figure 1 to 3 shows relation between number of 

clusters to number of iterations, sum of squared error 

and time taken to cluster. 

 

From the first  graph, as number of clusters increases, 

iterations number also increasing. When k=2 , 

iterations are 10 and for k=3 to 8 iterations number 

constance btween 8 &7. Further it is increasing as k 

increases. As iterations increasing, the time taken to 

cluster also increasing. Therefore, the number of 

cluster , number of iterations and time taken to 

cluster are preprotional to each other.  By analysing 

K value No. 

Iterations 

Within 

cluster 

sum of 
squared 

error 

Time taken 

to cluster 

K value No. 

Iterations 

Within 

cluster sum of 

squared error 

Time taken to 

cluster 

2 10 422.3163 0.03 sec 

 

9 9 163.2081 

 

0.06sec 

 

3 7 348.3277 

 

0.03sec 

 

10 13 169.6945 

 

0.09sec 

 

4 8 303.2629 0.03sec 

 

11 14 165.8249 

 

0.09sec 

 

5 8 207.0314 

 

0.03sec 

 

12 16 159.7104 

 

0.13sec 

 

6 7 189.2564 
 

0.03sec 
 

13    

7 8 194.7209 

 

0.05sec 

 

14    

8 10 182.985 
 

 15    
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these values, one can Select k (cluster number ). The 

complexity of static or conventional k-means 

algorithm is O(ntk), where k is number of clusters, n 

is size of data set and t is number of iterations. 

 

 Finding The Right Number of Clusters In K-

Means Clustering Algorithm 

 

Determining the number of clusters in a given data 

set is frequent problem in data clustering. The right 

number of clusters is uncertain and depends on the 

type application data sets. As an example, if we take 

market analysis they prefer 6-8 numbers of clusters. 

In survey, many methods are given to find the 

number of clusters. Here, we are presenting some of 

the methods. 

A. Rule of thumb 

Rule of thumb[] is a primary with broad applications. 

it is easy to use for approximately calculating or 

making some determination. It may not give strictly 

accurate or reliable for every  

]\plication. Rule of thumb can be used to determine 

the number of clusters as in equ.1. 

 

K ≈ √ n / 2                                (1) 

Where k is number of clusters and n is number of 

data objects in data set D. 

Example: consider n=100 then k= √ 100 /2 = √50 = 

7.071068 i.e. we can select k= 7.  

 

B. The Elbow Method 

 

The Elbow method introduced by [].In this method, 

it follows the elbow criterion to choose the right 

number of clusters. The elbow mean, when we draw 

a graph the line will bend at one point making an 

angle. To decide the number of clusters, plot 

percentage of variance by clusters against number 

clusters k. The percentage of variance is ratio of 

between-group variance to within-group variance. 

Identify the elbow point where the line bend or 

making angle in graph and it is the right number of 

clusters. 

PERCENTAGE OF VARIANCE 

Variance:  

In probability or statistics variance is measure to find 

the how far a set of points spread out. This measure is 

suitable for our clustering problem due to its 

properties. The zero variance indicates that all the 

values are identical. Always variance is non-negative 

and a small variance indicates that the data tend to 

be very close to the mean. The high variance 

indicates that the data are very spread out around the 

mean and from each other. In general, the variance 

of  the a finite group of size N with values xi is given 

as, 

 

Where          µ is group mean.       

             

The percentage of variance is also known as F-test[]. 

The formula for percentage of variance is, 

F= explained variance/unexplained variance or 

F= between-group variance/within group variance 

The between-group variance is, 

 

 
 

Where  denotes sample mean in the ith group, ni is 

the number of observations in the ith group. 

 denotes the overall mean of the data, and k 

denotes the number of groups.  

The within-group variance is, 

 
Where Yij is the jth observation in the ith out of k 

groups and N is the overall sample size. This F-

statistic follows the F distribution with K−1, N −K 

degrees of freedom under the null hypothesis. The 

statistic will be large if the between-group variability 

is large relative to the within-group variability, 

which is unlikely to happen if the population means 

of the groups all have the same value. 
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We experiment this method on simple data set with 

8 data points as given example of k-means algorithm. 

We are presenting the complete steps to find the 

right number of cluster using elbow methods on 

small data set. 

 

Consider the data set D = { (2,10), (2,5), (8,4), (5,8), 

(7,5), (6,4), (1,2), (4,9) }  

Starting with number of clusters k=2 and finding 

cluster points using k-means clustering algorithm as 

given table.1, we got the cluster point as, 

 

Table 4. out put of k-means clustering algorithm 

with k=2 

 

 

 

 

 

 

 

 

 

 

To find the right number of clusters, we took the x 

observations from the clusters as, 

 

 

 

 

 

 

 

 

Step1: calculate the mean for each group : 

Mean of cluster-1 Mx1= 1/n ∑xi = ¼ (2+6+7+8) = 5.75  

Mean of cluster-2 Mx2 = 1/n ∑xi = ¼ (2+2+4+5) = 3.25 

Step 2: calculate the overall mean : 

Mx = ∑I Mxi / a = Mx1 + Mx2 / a = 5.75 + 3.25 / 2 = 4.5 

where a is number of groups or clusters. 

Step 3: calculate between-group sum of squares: 

SB = n (Mx1 - Mx ) 2 + n (Mx2 - Mx )2 = 4 (5.75 – 4.5 ) 2 + 

4(3.5 – 4.5 ) 2 = 6.25 + 6.25 = 12.5 

The between-group freedom is one less than the 

number of groups, fb = a-1 = 2-1 = 1 

So, the between-group mean square error is, MSB = SB 

/ fb = 12.5/1=12.5 

 

Step 4: calculate within-group sum of squares. Being 

by centering the data in each group. 

 

 

The sum of square of both clusters =SW = 37.5 

Within-group degree of freedom is , fw = a ( n – 1) = 2 

( 8 – 1) = 2*7 = 14 , where a is number of groups or 

clusters and n is number of observations or data 

points. Thus within-group mean square value is, 

MSW = SW / fw = 37.5 /14 = 2.678571 

Step 5: the percentage variance is, 

F = MSB / MSW = 12.5 / 2.678571 = 4.666667 

We executed k-means algorithm in Weka data 

mining tool for k= 2 to 8 and we are presenting the 

x-values for all clusters in table. For the reaming k 

values, k=3,4,5,6,7 and 8 following  the same steps as 

mentioned above , we calculated the percentage of 

variance is given in table.  

 

Table  5. The X- Values For Different K Values After 

Execution of K- Means Algorithm 

 

Cluster -1 

data 

points 

Cluster 

2 data 

points 

(x, y) (x, y) 

(2,1) (2,10) 

(6,4) (2,5) 

(7,4) (4,9) 

(8,4) (5,8) 

Cluster -1 

x values 

Cluster 

2 x 

values 

2 2 

6 2 

7 4 

8 5 

Cluster -1 sum of squares Cluster 2 sum of squares 

X-  Mx1 Square ( X-  

Mx1) 

X-  Mx2 Square (  X-  

Mx2) 

2-5.75= -

3.75 

14.0625 2 - 3.25 = 

-1.25 

1.5625 

6-5.75= 

0.25 

0.0625 2 - 3.25 = 

-1.25 

1.5625 

7-5.75= 

1.25 

1.5625 4 - 3.25 = 

-3.25 

10.5625 

8-5.75= 

2.25 

5.0625 5 - 3.25 = 

1.75 

3.0625 

K 

vau
le 

Clust
er -1 

Clust
er-2 

Clust
er-3 

Clust
er-4 

Clust
er -5 

Clust
er-6 

Clust
er-7 

Clust
er -8 

3 

2, 5, 

4 

8, 7, 

6 2, 1 - - - - - 

4 1, 2 4, 9 
6, 7, 

8 2     

5 1, 2 4, 5 6, 7 8 2 - - - 

6 6 4, 5 8 2 7 1, 2 - - 

7 6 5, 4 8 2 7 2 1 - 

8 6 5 8 2 7 2 1 4 
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Table  6. Percentage of variance for k= 3 

 

 

 
Figure 4. shows the percentage of variance vs 

number of clusters 

 

From the graph, we can identify the elbow point at 

cluster number 3 where curve is made an angle and 

further percentage of variance is increased as k 

increases. Hence, the right cluster number is k=3 in 

elbow method. But in this method, we have to 

performe once clustering for all k vaules to decide k. 

 

II. CONCLUSIONS 

 

We considered clustering problems as case study and 

those are discussed on conventional k-means 

partition clustering algorithm. We presented the 

basic k-means algorithm, followed to find similarity 

between data objects distance measures are used, 

those are described. In next section, we presented 

result analysis of k-means clustering algorithm on 

small and large data sets. Finally we presented elbow 

method to decide the right number of clusters by 

executing the complete calculations and experiment 

results. We basically focus on main problems in k-

means algorithm, which supports only static data sets. 

We called conventional algorithm as static k-means, 

where k is static. In future we can enhance these 

cases for better performance and give enhance 

algorithm to support dynamic (changes over time) 

data set. 
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