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ABSTRACT 
 

In Today’s Data Mining focuses on the discovery of previously unknown properties in the data It does not need 

a specific goal from the domain but instead focus on finding new and interesting knowledge. Mining provides 

useful information from the huge volume of the data stored in repositories the present study focus on 

implementing three different algorithms using the data mining WEKA. The Algorithms in the study include 

Naïve Byes, J48 Decision Tree and One R. All these well-known familiar Algorithms are used in classification 

rule mining Techniques. Dataset are collected also, these collected datasets are pre-processed and then used for 

implementing the Algorithm. The different types of Algorithms are executed using the collected datasets; the 

results are shown in separate window as graphical. 

Keywords: Breast cancer, J48 Decision Tree, Naïve Byes, One R , Artificial Neural Network, Classification 

,Weka. 

I. INTRODUCTION 

 
Breast Cancer is becoming a leading cause of death 

among women in the whole World; meanwhile, it 

is confirmed that the early detection and accurate 

diagnosis of this disease can ensure a long survival 

of the patients. This paper work presents a disease 

status prediction employing a hybrid methodology 

to forecast the changes and its consequence that is 

crucial for lethal infections.  

 

Providing clinical predictions for cancer patients 

by analysing their genetic make-up is a difficult 

and very important issue. With the goal of 

identifying genes more correlated with the 

prognosis of breast cancer, we used data mining 

techniques to study the gene expression values of 

breast cancer patients with known clinical 

outcome. Focus of our work was the creation of a 

classification model to be used in the clinical 

practice to support therapy prescription.  

Understanding what portions of the genome are 

involved in the development of cancer cells is a 

difficult and currently very important issue in 

medicine. Providing clinical predictions for cancer 

patients by analysing their genetic make-up is a 

central goal of many research groups. In this 

respect, our contribution here illustrated regarded 

the use of knowledge extraction techniques that 

are derived from artificial intelligence and globally 

known as knowledge discovery. It focused on cases 

of women suffering from breast cancer; in 

particular, we evaluated the possibility of 

predicting metastatic recurrence within five years 

from surgery. 

 
Figure 1. Breast Cancer   

 

Classification is a data mining technique which 

involves the use of supervised machine learning 
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techniques which assigns labels or classes to 

different objects and groups. 

 

It involves the process of model construction 

(analysis of training data for patterns) and model 

usage where the constructed model is used for 

classification. Classification accuracy is usually 

estimated as the percentage of test samples that are 

correctly classified. 

 

This study aims at using data mining techniques to 

classify breast cancer Matjaz Zwitter & Milan 

Soklic (physicians) Institute of Oncology  

University Medical Center  Ljubljana, Yugoslavia 

which contains the risk factors and the cancer 

classes (unlikely, likely and benign). The J48 

decision trees and naïve bayes’ classification of 

breast cancer was performed using the WEKA 

software. 

 
Figure 2. Weka GUI Chooser PROPOSED 

ALGORITHM 

 

A. BACKGROUND 

Weka tools is used here for implementing the data 

mining techniques/algorithm for mining the 

knowledge from the huge amount of data. 

 

B. WEKA 

The aim of the weka tool is to deliver a complete 

group of data pre-processing and machine learning 

algorithms for exclusively for research scholars and 

the educationalist. This tool will help us to compare 

the different types of machine learning and data 

mining techniques. Weka tool is very easy to use, 

because, the tool was developed as a simple 

Application Programming Interface using the Java 

language. 

 

Weka software also support the file formats include 

WEKA’s own ARFF format, CSV, Lib SVM’s format, 

and C4.5’s format. All the above-mentioned file 

formats can be downloaded freely from the several 

URL’s from the web, also developed for experimental 

comparison of algorithms which also exist in the 

WEKA. The task of the explorer are handled by the 

“Knowledge Flow’’.  

 

The Knowledge Flow interface is substitute to the 

Explorer. It will work incrementally, on 

hypothetically unlimited data streams. different 

applications. The first application is called “Explorer”, 

this will help us to open or retrieve the datasets from 

the web or any other storage devices. Next 

application is Excel file format can be converted to 

CSV. Primary window of the Weka Graphical User 

Interface applications contains four.[3] 

 

C. Data Mining 

Data mining focuses on the discovery of previously 

unknown properties in the data. It does not need a 

specific goal from the domain, but instead focuses on 

finding new and interesting knowledge. Data mining 

is concepts are used to analysis the data in 

sophisticated manner for finding the information 

which not known already with the effective patterns 

and to find the relationships among the huge volume 

of datasets. 

 

D. Classification 

Classification rule mining goals to determine a lesser 

set of rules in the database to form a precise classifier 

(e.g., Quinlan 1992; Bierman et al 1984). Very often 

the attributes of classification datasets are continuous. 

Mostly all the attributes are in the numeric type of 

data. Classification also one of the datamining 

technique which is used to forecast the relationship 

among the group of data instances. 
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Different types of classification methods are available. 

These are Bayesian networks, decision tree induction, 

case-based reasoning, fuzzy logic, genetic algorithm 

and K- nearest neighbour. In this paper, some of the 

algorithm from the classification methods are used 

which is available in the WEKA tools. Also, the 

output of these algorithms are compared and 

converted into the graphical representation also  

  

II. RELATED WORKS  

 

They are anther paper, we use different data mining 

algorithms to predicts all those cases of breast cancer 

that are recurrent using Wisconsin Prognostic Breast 

Cancer (WPBC) dataset from the UCI machine 

learning repository. In shorty, this research is to 

identify the most successful data mining algorithm 

that helps to predicts those cases of cancer, which 

cans recur. The objectives here is also to find critical 

attributes which play major role in determining and 

predicting in advance the possibility of recurrence of 

the breast cancer using C5.0 algorithm. They finally 

result of these algorithms are clearly they are 

showing outlined in this paper with necessary results. 

The classification algorithms, C5.0 and SVM have 

shown 81% accuracy in classifying the recurrence of 

the disease. This is found to be best among all. On 

the other hand, EM was found to be the most 

promising clustering algorithm with the accuracy of 

68%. The research shows that the classification 

algorithms are better predictor than clustering 

Algorithms. The impact factors of various parameters 

responsible for predicting the occurrence/non-

occurrence of the disease can be verified clinically.[2] 

 

III. TRAINING DATASET DESCRIPTION 

 

This is one of three domains provided by the 

Oncology Institute that has repeatedly appeared in 

the machine learning literature. (See also 

lymphography and primary-tumour.)  This data set 

includes 201 instances of one class and 85 instances 

of another class. The instances are described by 9 

attributes, some of which are linear and some are 

nominal. 

 

Table 1. Description of Datasets Attributes 

 

 
IV. EXPERIMENTAL RESULT AND 

DISCUSSION 

 

They are experimental finally result of this study and 

using the three classifiers are discussed using the 

WEKA tools and software data mining tools As 

discussed, breast cancer is classifieds as either 

unlikely, likely and benign. The performances 

evaluate results and the error rates are also discussed 

as follows.[5] 

 
Figure 3. Distribution data set and Training 
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Table 2.  Evaluation Methods 

 
 

V. EVALUATION METHODS 

 

The have carried out some result in order to evaluate 

the performance of different and default Algorithms 

for prediction breast cancer detection in order to 

time to build a model, mostly classified instances , 

incorrectly and classified instances and percentage 

accuracy[7]. 

Table 3.  Testing and Simulation Error 

 

VI. TRAINING AND SIMULATION ERROR 

 

 Kappa statistic, mean absolute error and root mean 

squared error will be in numeric value only .they 

also show the relative mostly Error and Root relative 

squared error in percentage the references  and 

evaluation. they results of the simulation are 

showing in this tables[3]. 

 

 

 

Table 4. Confusion Matrix 
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Figure 4. Confusion Matrix 

 

VII. CONCLUSION 

 

In this Report, the accuracies of classification 

techniques is evaluated based on the selected 

classifier algorithm. In this study three different data 

mining’s classifications techniques was used for the 

Detection of breast cancer and their performance was 

compared in order to evaluate the best classifier. 

Experimental results shows that this J48 decisions 

trees is a better model then two other Algorithms in 

this case for the Detection  of breast cancer for the 

values of accuracy, recall, precisions and error rates 

recorded for these  models. Second, an efficient and 

effective classifier for breast cancer has been 

identified while the Number of attributes covered by 

the classifier can be increased by increasing the 

sample size of the training set and hence the 

development of a more accurate models[6]. 
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