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ABSTRACT 
 

In modern technologies network intrusion detection system plays an important role to defence the network 

system security. Network traffic and multi-type network system lead to considerable increase of vulnerability 

and intrusion. Due to the complexity of network attacks, it is always important to achieve high performance 

security methods, which need to thwart different attacks. Intrusion detecting method identifies whether the 

network traffic be normal or anomalous from the gathered information that related to security policies. High-

dimensional input data analysis is most confronts in IDS. Feature selection frequently encounters this difficulty. 

This paper proposed the hybrid efficient model used to analyse the optimal features in the data, and it improve 

the detection rate and time complexity effective. This approach deals with high false and low false negative rate 

issue, first pre-processed data should be correlation based particle swarm optimization with GR-CR (Gain Ratio 

& Co-Relation) combination of this approach provide learning based some important subset of features and 

shows progress in the accuracy and time complexity level. Next, the novel approach tested on KDD cup 99, 

ISCX and ITDUTM dataset. This approach-achieved machine learning methods and it provide better 

performance in terms of accuracy rate, time taken, precision, and recall of the networks. Proposed approach 

compared with the following classification methods: Tree, Bagging, Navie Bayes, RBF classifier, Multiclass 

classifier, Logistic. The simulation results, gave the high detection accuracy (99.7%) in KDD 1999, (98.3 %) in 

ISCX and (99.3%) in ITDUTM with fewer feature selection.  

Keywords: Feature selection, Particle swarm optimization, Classification algorithm, Accuracy, Time taken 

 

I. INTRODUCTION 

 
Information guarantee is a concern of serious global 

concern. The intricacy and openness of client/server 

technology pooled with Internet contain fetch about 

enormous profit to the progressive society; 

meanwhile, the hurriedly increasing, openness, high 

complexity, and increasing accessibility of the 

networks not only escort to exploitation of 

vulnerabilities in the communication protocol stack 

but moreover enlarge the risk of existing information 

security system. Network attack vulnerability 

depends upon the expensive information hacking by 

attackers. The attacker intrude the network system 

or system server and creating network dump, 

malicious activity, modification, data theft, flood or 

denial the system process. Network system affecting 

the lack of attacks and thus require to intellectual 

intrusion detection model to protect the network 

system. [1][3].To builds proficient IDS, data mining 

techniques used to identify the intrusions and 

classify the attack patterns. In data, mining learning 

process demand vast amount of training data and 

grand complexity and analyse the contrast to recent 

obtainable methodologies.  Attribute Selection, 

Classification and Accuracy procedure is a four-step 

procedure for intrusion detection systems. [2] To 

analyse the data effectively feature selection consider 
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as important pre-process method to predict the data. 

Over-fitting, over-training problem reduce the 

prediction accuracy and provide biased results, 

feature selection conquer this problem, and provide 

better performance of classification models, reducing 

the training and testing time complexity problems, 

getting better stability adjacent to noise.[4]. 

Depending on feature subset evaluation, categorize 

the feature selection approaches preserve into filter, 

wrapper, and Hybrid methods [4]. The filter 

approach is self-determining of the knowledge 

initiation algorithm, computationally effortless 

speedy with scalable. The filter technique used 

inbuilt welfare of data as well as the objective class 

on the way to be learned intended for feature 

selection, so these methods are appropriate for 

processing high dimensional data[6]. A subset 

evaluator exploited in the wrapper approach to 

produce entire probable subsets since a feature vector. 

Removal of the features will construct IDS 

appearance enhanced in conditions of computation, 

dimension reduction and time complexity [24] [25]. 

Subsequently, a learning algorithm applied to prompt 

a classifier from the subset’s features [6, 15]. Building 

effectual intrusion detection is dynamic in the 

network system and security and services detecting 

threads over the network. Hence, a hybrid efficient 

features selection approaches proposed based on 

Intrusion detection model. Before, the KDD 1999, 

ISCX and ITDUTM data set’s magnitudes reduced 

through the execution of feature selection. Next, to 

increase the attack detection rate in the dataset the 

application of machine learning approaches used in 

an intrusion detection model. Proposed model 

require feature reduction, dimensionality reduction 

that can weaken the extracted features, and feature 

selection [26]. The method of feature reduction 

contains the process of all revolution features, which 

in chances ended up of a fusion of all the original 

features. Through the method of feature selection, 

the classification principles help as the root for the 

selection of features. 

The rest of the paper has organized as follows. The 

related works are conversed in Section II. In Section 

III, Functionality overview of proposed model 

described. In Section IV, presents the proposed 

model and its prototype with details of its phases 

such as pre-processing, normalization, classifier 

selections, features selection, and post-processing. 

Section V discusses the results, and finally, Section 

VI concludes the paper indicating possible future 

work. 

II.  RELATED WORKS 

 

Xiangyang Wang 2006[8] feature selection 

methodology proposed built on rough sets and 

particle swarm optimization (PSO). It discovers 

optimal features of the difficult search space through 

the interface of individual feature in the population. 

Compared with genetic algorithm PSO does not 

essential difficult operators such as crossover and 

mutation, it needs only primitive and simple 

mathematical operators. PSO tested on UCI data 

.Results shown PSO is efficient for rough set-based 

feature selection. In FatemehAmiri2011[9] study the 

concert of  mutual information- based feature 

selection method and explore  both a linear and a 

non-linear measure—linear correlation coefficient 

and mutual information, for the feature selection 

that procedures an enhanced machine learning based 

method, Least Squares Support Vector Machine. This 

method tested on KDD Cup 99 dataset. Result of the 

proposed model grown higher accuracy, mainly for 

remote to login (R2L) and user to remote (U2R) 

attack. Hamid Bostani 2015 [5] feature selection 

method with binary gravitational search algorithm 

(BGSA) and mutual information (MI) for feature 

selection algorithm, execution global search. Pruning 

the subset of features, Mutual information 

approaches combined into BGSA (filter method), and 

class mutual information. This method tries out on 

the NSL-KDD dataset. Hybrid model provide 

improved subset of features and realized higher 

accuracy and detection rate. Yin Shui, Li 2012 

proposed feature selection approach named GFR 
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method, analyzing 19 features in NSL KDD dataset 

out of 41 features. [7]. S. Udhaya Kumar (2016) 

hybridization of particle swarm optimization (PSO)-

based rough set feature selection method projected 

for optimum least set of significant features from 

explored features. Novel neighborhood rough set 

classifier classifies the selected features form the 

hybrid model (NRSC). Tentative results works of the 

BCI Competition 2008 Dataset. Classifier results have 

higher mean kappa of 0.743 compared with existing 

work.  

K. Kanaka Vardhini 2017 [10] an enhanced heuristic 

algorithm, ant colony optimization approach used to 

analyse the efficient features and increase the 

detection rate .enhanced method trained and test on 

KDD dataset. The proposed approach increased the 

percentage of intrusion detection rate. 

Chandrashekhar Azad (2017) [11] recognises the 

finest features using fuzzy min max neural network 

and the particle swarm optimization. The method 

assessed on KDD cup 99 dataset. The projected model 

delivers the superior performance as compared with 

other machine learning methods. 

ShadiAljawarneh2017 [1] new hybrid model for 

choice the greatest features for this evaluation NSL-

KDD data set used. Data require filtering the features 

by the Vote algorithm with Information Gain that 

syndicates to analyse the best features. Next, the 

selected features classify into different classifiers. The 

detection rate of proposed model dignified as 99.81% 

and 98.56% for binary class and multiclass NSL-KDD 

data sets, respectively; at the same, it raises accuracy, 

high false negative rate, and low false positive rate. 

Li-Yeh Chuang 2011 [12] progress the binary particle 

swarm optimization, the catfish binary particle 

swarm optimization used, in search space it remove 

the poorest fitness and improve global best. The 

selected features give the input to K-nearest neighbor 

with leave one cross validation method. It will 

evaluate the accuracy. Mohammed A. Ambusaidi 

2016 [13] linear and nonlinear-based mutual 

information based algorithm that logically selects the 

finest features. The building IDS method tested on 

KDD Cup 99, NSL-KDD and Kyoto 2006+ dataset. 

Least Square Support Vector Machine based IDS 

(LSSVM-IDS), used to expand the accuracy and 

computational cost. ZheniStefanova2017 [2], In IDS 

Network Attribute Selection, Classification and 

Accuracy (NASCA) method increase network 

reliability, availability and integrity. Four-stages of 

intrusion detection method that contain positively 

perceive annoying intrusion to the systems. The 

method is static, and then it modified to a dynamic 

test bed. 

 

III. FUNCTIONALITY OVERVIEW OF PROPOSED 

MODEL 

 

An efficient hybrid model improves accuracy greater 

and increase the performance by behind these steps: 

1. choosing a proper dataset that has quality data 

such as NSLKDD, KDD cup 1999. Distribute the 

dataset into 70% train and 30% test for resolve of the 

testing. The pre-processing permits to reduce or 

remove the noise forced on the data. Build the 

hybrid model consisting of the following classifiers 

such as J48, Meta Pagging, Random Tree, REP Tree, 

AdaBoostM1, Decision Stump and Naïve Bayes.  

Supervised or unsupervised learning are two phases 

involved in the classification part; it is improving the 

classification accuracy rate and system performance. 

Classification system contains these stages: 

 Dataset pre-processing from training set 

through representing the dataset and selecting 

the optimal features. 

 To build the training classifier model it takes 

learning model from the classifier.  

 Test data used to classify the attacks and 

evaluate the classification rules accuracy. 

Future, if the accuracy considered adequate, 

the classification procedures used on the novel 

dataset. 

 

Exhaust finest classifier to select the features by 

filtered using particle swarm optimization with GR-
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CR (Gain Ratio & Co-Relation). The model reduces 

irrelevant feature and provide the excellent accuracy. 

  

A. Filter Based Feature selection 

Correlations among network traffic archives to be 

linear associations, before a linear degree of 

requirement such as Linear Correlation Coefficient 

(LCC) used to analyse the reliance between two 

random variables. However, the real world 

communication, the correlation between variables 

can be nonlinear as fit. Speciously, a linear degree 

cannot expose the bond between two nonlinearly 

reliant variables. Therefore, analyse the relation 

between two variables no difficulty whether they are 

linearly or nonlinearly dependent. In this work 

expects to discover ideal features from a feature space 

irrespective of the form of correlation between 

features. [13][16] 

Feature selection of KDD cup, ISCX and NSL KDD 

data using Filter approach, features ranked by [Gain 

Ratio (GR) and Correlation (CR)] attribute selection 

methods. Combinations of this hybrid method 

eliminate the unbalanced features from the data. 

Eliminating features given feed forward to neural 

network for training and testing the dataset. Finally, 

reduced features analyse the Performance of training 

data. [17][18].Figure 1 shows filter based feature 

selection module. 

 
Figure1. Diagrammatic representation of proposed 

module 

 

 

 

B. Gain Ratio (GR) based feature selection 

Non-terminal nodes in decision tree test more 

features value and terminal nodes provide the 

observing value of features. Highly weighted features 

give the first rate in feature selection by Information 

Gain. Gain Ratio is superior version of Information 

Gain. When select the subset of features according to 

their weight, it efficient to decrease bias [18].  

Collected features information ratio defined Gain 

Ratio. Features spilt by this method and training 

information divided into V partition (high split info, 

Medium split info, Low split info). Let A consists 

feature information with m split labels’. 

Conventional feature information classify a exacting 

features is specified by Esq. 1 

         ( )  ∑ (
|  |

| |
)     (

|  |

| |
) 

   ........................ (1) 

Where    are the viewpoint of subset of feature 

belongs to labels   and is predictable by   /s. Let 

features A has v distinct weights. Let    is number of 

features related to labels   in a subset.    .   Contain 

features in S that have weight of A. Predictable 

feature information based on the partitioning into 

subsets by A, given by 

          ( )  
     ( )

         
................................... (2) 

Training information that would be gained by 

branching on A is Gain (A) = I(S) – E (A). Beyond 

those weights, present the feature in rank construct 

throughout splitting the training data set S into v 

partitions related to v outcomes of a test on the 

features A. Gain ratio (GR) is define as 

 Gain Ratio (A) = Gain (A)/ SplitInfoA (S)............... (3) 

Which features have highly weighted that feature 

preferred by splitting attributes. 

 

C. Correlation based feature selection (CFS) 

Subset of attributes weights to be observing by 

correlation attributes evaluation and analyses every 

single feature is self-determining with relation 

between the features. Relation between subset of 

features and labels are analysing by the correlation 

co-efficient and inter-correlation calculated. 
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Consequence of a subset of features develops 

throughout the correlation among attribute and class 

labels, and CFS diminish inter-correlation [19]. 

Equation for CFS 

    
    
  

√   (   )   
..................................................... (4) 

Where     is the correlation between the collected 

feature subsets and the label value, k is the integer of 

subset features,     is the middling of the correlations 

between the subset of attribute and the label value, 

and    is the average inter-correlation between subset 

features. 

 

Filter approach based ranking the Gain Ratio (GR) 

and Correlation (CFS) attribute evaluation, testing 

done by KDD 1999, ISCX, data and NSL KDD. 

Preferred features exposed in Table 1 

 

Table1. Feature selection using hybrid model 

Dataset All 

feature

s 

Selected 

features 

Features 

KDD 

1999 

41 29 1,2,3,4,5,6,10,12, 

16,22,23,24,25,26, 

27,28,29,30,31,32, 

34,33,35,36,37,38,  

39, 40, 41 

ISCX 28 20 1,2,3,4,7,8,9,10,14, 

15,16,17,18,19,20, 

21,22,23,24,26 

ITDUTM 28 20 1,2,4,5,7,8,9,1

0,12, 

13,17,19,20,2

1,22, 

23,24,26,27,2

8 

 

D. Particle swarm optimization 

Particle swarm optimization (PSO) is swarm based 

optimization method proposed in 1995 by Eberhart 

& Kennedy. PSO is encouraged as of the shared 

manners of bird flocking and fish school [14] [23]. 

The PSO system started with population of random 

solutions and searches primary solutions for finding 

the feasible optimal solution by upgrading to various 

generations. In this probable solutions are called 

particles, every fly throughout solution space by 

subsequent the global and local finest particles. In 

PSO model, each particle velocity (acceleration) 

needs to alter closer to pbest and gbest. The pbest 

and gbest are respectively particle best and global 

best of the position of the particle. Pbest is the 

particles best position, gbest is the global best 

positions in the search space. The dynamic particles 

focussed by pbest i.e. their individual best-known 

position, as form of gbest i.e. whole swarm is best 

position. While better positions exposed after that, 

the solution will direct the manners of the swarm. In 

PSO, each particle constitutes the potential solution 

in the n-dimensional feature space. The location of 

the particle is the queue value it has collected of the 

n- features [11] [20]. Each particle flies throughout 

the search space for select the feasible optimal 

solution. Every particle I sustain the following 

information: 

  : The existing position of particle,   : The existing 

velocity of particle,  : The individual best position 

of particle. 

By means of the following notations particles 

velocity as well as the positions are to be traverse as 

the equations specified on the under mentioned Eqs. 

(5) and (6) respectively: 

    (   )       ( )        ( ) (    ( )  

    ( ))        ( )(  ( )      ( ))................   (5) 

  (   )    ( )    (  )........................................ (6) 

Where W is the inactivity weight C1 and C2 are the 

acceleration constants.     ( )     ( )  (   )   As 

well as  

K = 1, 2...    The velocity of every particle 

considered using the following three 

contributions 

a. A division of the preceding velocity  
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b. The cognitive module is the purpose of the 

space of particle starting its individual best.  

c. The social module is the purpose of the space 

of the particle starting the finest of the 

individual bests (gbest). The individual best 

of the particle i designed using the Eq. (7): 

 

  (   )  

{
  ( )                (  (   ))   (  ( ))

  (   )      (  (   ))   (  ( ))
.................. (7) 

 

Every vector related to one packet. Furthermore, 

each vector has N tokens. Every token enchant its 

individual secret and explicit index. The token 

established on a packet, the token’s TF value 

positioned on its exact index. Another way, the 

token not established in this packet, the TF value is 

zero. Besides, the TF value put on a precise index 

establish in the vector. A label that related to value 

for each packet, which in revolve corresponds to the 

kind of the packet, is create at the end of the vector. 

However, the packet is considered an intrusion if this 

value is equal to 1. If the value is 0, then the packet is 

considered a normal (benign).According to this 

condition the data packets classify attack or normal 

by classification methods. 

 

Because either dataset features can have continuous 

or discrete values, features comprise dissimilar ranges 

for the features value, therefore feature value not 

correspond. Consequently, min-max normalization 

used to normalize the features. This also allowed for 

the mapping of all the various values for every 

feature in the [0, 1] range.   

 

IV. PROPOSED MODEL 

 

The proposed model’s pretend code presented by 

Algorithm1 

 

 
The proposed model integrates correlation based 

particle swarm optimization with GR-CR (Gain Ratio 

& Co-Relation) combination of this approach provide 

learning based some important subset of features. 

Figure 1 shows the block diagram of the proposed 

model. 

 

 
Figure 2. Block diagram of Proposed Model 

 

A. Performance Evaluation  

Quite a lot of experiments directed to improve the 

performance and efficiency of the proposed model. 

For this reason, the accuracy rate, detection rate, 

false positive rate and F-measure metrics are applied. 

The accuracy metric, detection rate and false positive 

rate are determine by [13] 

         
     

           
....................................... (9) 

               
  

     
....................................... (10) 
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 ............................. (11)

  

Where True Positive (TP) is the amount of definite 

attack detected as attacks, True Negative (TN) is the 

amount of normal data detected as normal; False 

Positive (FP) is the amount of attack detected, but 

actually normal data, and False 

 

Negative (FN) is the amount of normal detected but 

actually attack data [11] [21]. 

 

The precision (PR) is the quantity of predicted 

positive value which are actually positive. The 

precision value reduces the system performance [22]. 

If precision value is high, it have lower false positive 

rate and vice versa. Esq. (12) gives the precision value. 

          
  

     
........................................... (12) 

 

V. RESULTS AND DISCUSSION 

 

WEKA is a mechanized data-mining tool that 

utilized to accomplish the classification experiments 

for KDD 1999, ISCX, and ITDUTM dataset. The data 

set ended up of various classes of attacks. KDD 1999 

contain normal, DoS, U2R, R2L, Probe attacks. ISCX 

(2012) dataset contain   Priesc, flood and normal. 

ITDUTM dataset contain Probe, Priesc, and flood 

and normal. The experiments evaluated on WEKA 

tool and MATLAB R2017A. The Procedure is 

condensing as follows: 

1. Compile the dataset; for each feature do the 

subsequent  

2. Remove the feature from the data;  

3. Use the consequential data set to train the 

classifier;  

4. Analyze the performance of the classifier using 

the test set, in terms of the chosen performance 

criteria;  

5. Features Reduce the importance of the feature 

according to the rules  

 

KDD 1999 dataset contain 41 features, that is 

Duration, protocol_type, Service, src_bytes, 

dst_bytes, Flag, wrong fragment, Urgent, Hot, 

num_failed_logins, 

ogged_in,lnum_compromised,lroot_shell, 

lsu_attempted,lnum_root, lnum_file_creations, 

lnum_shells, 

lnum_access_files,Inum_outbound_cmds, 

is_host_login,is_guest_login, Count, serror_rate, 

srv_serror_rate,rerror_rate, srv_rerror_rate, 

same_srv_rate, diff_srv_rate, srv_diff_host_rate. 

 
ISCX and ITDUTM dataset contain 28 features in 3 

types, that is basic network features, one hundred 

connection window based features and two second 

time based features. Connection type ,Total number 

of packets observed, Number of segments with ACK 

flag set to 1, Number of bytes sent in the payload, 

Number of retransmitted segments, Number of 

segments observed out of sequence, Number of SYN 

segments observed, Number of FIN segments 

observed, Average RTT, Standard deviation RTT, 

Number of retransmitted segments due to timeout 

expiration,  Number of duplicate segments, 

Connection time (in milliseconds),  Internet protocol 

data rate in kilobyte per second, Application layer 

protocol equivalent for the services at the network 

layer , Count of connections emerging from the same 

IP as that of the current connection, Count of 

connections emerging from the same <IP, Port> as 

that of the current connection, Count of connections 

destined to the same IP as that of the current 

connection, Count of connections destined to the 

same <IP, Port> as that of the current connection, 

Packet rate destined to the IP address as that of the 

current connection (pps), Packet rate destined to the 

IP address and emerging from the same IP address as 

that of the current connection (pps), Count of 

connections emerging from the same IP address as 

that of the current connection, Count of connections 

emerging from the same <IP, Port> as that of the 

current connection, Count of connections destined to 

the same IP address as that of the current 

connection, Count of connections destined to the 
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same <IP, Port> as that of the current connection, 

Total number of connection seen in the time 

window, Packet rate destined to the IP address as 

that of the current connection (pps), Packet rate 

destined to the IP address and emerging from the 

same IP address as that of the current connection 

(pps)The total number of records in the KDD 1999 

original labelled training dataset is 97,278 for 

Normal, 4,107 for Probe, 3, 96,689 for DoS and 1,126 

for R2L attack.  After filtering out the duplicate 

records, there were 87801 records for Normal, 906 

for Probe, 641 for DoS and 946 for R2L attack classes. 

In ISCX, original labeled training dataset is 37,165 for 

normal, 6,862 for priesc and 2428 for flood attack 

classes. After preprocessing the data, there were 

26,015 labels for normal, 4803 for priesc and 1699 

labels for flood. In ITDUTM, original labelled 

training dataset is 43,386 for normal, 16,128 for 

priesc, 1962 for flood and 10,833 for probe attack 

classes. Preprocessing the data, there were 30,370 

labels for normal, 11,290 for priesc, 1,373 labels for 

flood and 7,583 for probe attack. Following pre-

process method, the training dataset given input to 

the hybrid method of feature selection. The 

combination of   correlation based particle swarm 

optimization with GR-CR (Gain Ratio & Co-

Relation) select the important feature and it improve 

the accuracy rate with low time complexity. Six 

distinct pattern recognition and machine learning 

algorithms tested on the KDD1999, ISCX and 

ITDUTM dataset. Tree, Bagging, Random Forest, 

RBF network, Multiclass classifier and Logistic. 

These algorithms selected so that they represent a 

wide variety of fields: neural networks, functions, 

and bayes and decision trees. 

As mentioned in Section 5, the dataset needs to 

preprocessed and classified, according to the range of 

{0-1}. The dataset classified using various machine-

learning classifiers. Then, the classifier with the best 

accuracy is functional for feature selection. Two 

approaches used for feature selection: search method 

and subset attribute evaluator. In conclusion, the 

model formed by using the optimal features and the 

finest classifier. 

 

A. Result analysis 

The proposed feature selection model (correlation 

based particle swarm optimization with GR-CR 

(Gain Ratio & Co-Relation)) exhibit promising results 

in conditions of low computational cost and high 

accuracy. Table2, 3, and 5condense the classification 

results of detection accuracy, true positive rate, false 

positive rates, precision, recall and time taken. It 

reveals effective feature selection method has 

achieved an accuracy rate of 99.71, 98.3 and 99.3 

percent for KDD Cup 99, ISCX and ITDUTM 

respectively. The proposed model compared with all 

features in the dataset. Figure 3 reveals the 

classification accuracy of hybrid model enhanced on 

the dataset. Figure 4 stand for error rate of the model 

carried out different classification methods. Figure 5 

shows the runtime of each classification algorithm 

during the process of the training set3 

 

 

Table 2. Proposed model experimental performance on KDD 1999 dataset 

Classfier Probe DoS R2L normal  Accuracy 

(%) 

Error 

Rate 

Time Taken 

(sec) 

Tree T.P.R 0.985 1.000 0.992 0.988  

99.71 

 

0.99 

 

24.74 
F.P.R 0.001 0.000 0.003 0.008 

P 0.996 1.000 0.991 0.977 

R.C 0.985 1.000 0.992 0.988 

Bagging T.P.R 0.994 0.999 0.984 0.988    

F.P.R 0.001 0.992 0.011 0.002 

Volume%203,%20Issue%203%20|%20March-April-2018%20
http://www.ijsrcseit.com/


Volume 3, Issue 3 | March-April-2018  |   http:// ijsrcseit.com  

 

Sivasangari Gopal  et al. Int J S Res CSE & IT. 2018 Mar-Apr;3(3) : 1917-1929 

 
1925 

P 0.996 0.002 0.969 0.926 99.53 0.46 3.86 

R.C 0.994 0.992 0.984 0.993 

Random 

forest 

T.P.R 0.986 1.000 0.987 0.989  

99.06 

 

0.93 

 

24.64 
F.P.R 0.001 0.000 0.002 0.009 

P 0.996 1.000 1.993 0.989 

R.C 0.986 1.000 0.987 1.000 

RBF 

classifier 

T.P.R 0.988 1.999 1.000 0.952  

98.5 

 

1.49 

 

177.96 
F.P.R 0.007 0.001 0.008 0.004 

P 0.978 1.988 0.976 0.989 

R.C 0.988 1.000 1.000 0.952 

Multiclass

Classifier 

T.P.R 0.987 1.000 0.996 0.974  

98.9 

 

1.08 

 

160.49 
F.P.R 0.002 0.001 0.005 0.006 

P 0.993 1.000 0.986 0.982 

R.C 0.987 0.996 0.996 0.974 

 

Logistic 

T.P.R 0.994 1.000 0.991 0.984  

99.3 

 

1.42 

 

102.04 
F.P.R 0.002 1.000 0.000 0.003 

P 0.995 1.000 0.958 0.991 

R.C 0.994 1.000 0.997 0.984 

 

TABLE3. Proposed model experimental performance on ISCX dataset 

Classifier Normal Priesc Flood Accuracy 

(%) 

Error 

Rate 

Time 

taken 

Trees,j48 T.P.R 0.990 0.940 0.770 97.9 

 

3.37 3.03 

F.P.R 1..000 0.006 0.023 

P 0.990 0.870 0.920 

R.C 1.000 0.008 0.013 

Bagging T.P.R 1.000 0.978 0.631 97.7 2.26 1.44 

F.P.R 0.018 0.022 0.018 

P 0.995 0.886 0.979 

R.C 1.000 0.978 0.977 

Random 

forest 

T.P.R 1.000 0.988 0.713 98.3 1.67 4.78 

F.P.R 0.000 0.018 0.002 

P 1.000 0.002 0.957 

R.C 1.000 0.003 0.713 

RBF classifier T.P.R 1.000 0.949 0.000 94.01 5.98 0.2 

F.P.R 0.131 0.039 0.000 

P 0.968 0.806 0.000 

R.C 1.000 0.949 0.000 

Multiclass T.P.R 1.000 0.876 0.639 96.2 3.73 0.61 
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Classifier F.P.R 0.034 0.021 0.013 

P 0.992 0.878 0.726 

R.C 1.000 0.876 0.639 

Logistic T.P.R 1.000 0.956 0.551 96.9 3.00 0.17 

F.P.R 0.034 0.027 0.001 

P 0.992 0.862 1.974 

R.C 1.000 0.956 0.956 

 

Table 4. Proposed model experimental performance on ITDUTM dataset 

Classifier Probe Norma

l 

Priesc Flood Accurac

y 

(%) 

Error  

Rate 

Time 

taken 

Trees,j48 T.P.R 0.978 0.923 0.960 1.000  

96.61 

 

 

3.37 

 

 0.03 F.P.R 0.004 0.017 0.023 0.001 

P 0.986 0.947 0.930 0.998 

R.C 0.978 0.923 0.960 1.000 

Bagging T.P.R 0.985 0.925 0.964 0.999  

96.93 

 

3.07 

 

1.44 F.P.R 0.012 0.912 0.013 0.004 

P 0.963 0.961 0.960 0.989 

R.C 0.985 0.925 0.964 0.999 

Random 

forest 

T.P.R 0.993 0.991 0.991 1.000  

99.03 

 

0.61 

 

0.43 F.P.R 0.001 0.004 0.003 0.000 

P 0.995 0.991 1.991 1.000 

R.C 0.993 1.000 0.991 1.000 

RBF 

classifier 

T.P.R 0.938 1.942 1.815 0.993  

92.4 

 

7.52 

 

0.38 F.P.R 0.051 0.024 0.018 0.007 

P 0.955 1.925 0.936 0.982 

R.C 0.938 1.042 0.815 0.993 

Multiclas

s 

Classifier 

T.P.R 0.988 0.973 0.974 1.000  

98.4 

 

1.56 

 

0.76 F.P.R 0.002 0.010 0.009 0.000 

P 0.994 0.969 0.972 1.000 

R.C 0.988 0.973 0.974 1.000 

 

Logistic 

T.P.R 0.990 0.971 0.978 1.000  

98.5 

 

1.46 

 

0.33 F.P.R 0.002 0.008 0.00 0.000 

P 0.995 0.974 0.971 1.000 

R.C 0.992 0.971 0.978 1.000 
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All tables represent the performance of the proposed 

model exhibited the higher accuracy and Error rate  

99.7, 98.3 and 99.3 accuracy on KDD 1999, ISCX, and 

ITDUTM respectively. Behind the entire huge 

amount of undetected attacks over the dataset that do 

not emerge in the subsequent training dataset, build 

it even complex for IDS to identify an attack. For 

example, in the correctly classified labels dataset has 

exposed the normal records have nearly the same 

features and this makes it impossible for any IDS to 

identify this kind of attacks. 

 
Figure 3. Comparison results of classification 

accuracy on KDD 1999, ISCX and ITDUTM dataset 

 

 
Figure 4. Comparison results of classification Error 

Rate on KDD 1999, ISCX and ITDUTM dataset 

 

 
Figure 5. Performance analysis based on Time taken 

with KDD 1999, ISCX, ITDUT 

 

VI. CONCLUSIONS 

 

The vulnerability in the network systems leads to 

dump the process; mainly the traditional intrusion 

detection systems have concert a essential role to 

prevent the system from attach, even though IDS had 

many restrictions due to secure the systems. In this 

paper, responsibility and specificity are important 

component of heuristic function. Feature reduction 

methods integrate to the data mining technique for 

improving the classification efficiency is a dynamic 

field intimately associated to data mining and 

additional data processing techniques. The proposed 

correlation based particle swarm optimization with 

GR-CR (Gain Ratio & Co-Relation) methods provide 

feature reduction improve the training performance 

and achieving the accuracy compared to the other 

conventional methods. The proposed model assess on 

three-intrusion detection dataset: KDD Cup 99, ISCX 

and ITDUTM. 
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