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ABSTRACT 
 

In recent days, network security has reached its peak and lots of devices were brought-in to enhance the 

security of a network. In this work, is executed by Network Intrusion Detection Systems (NIDS). In various 

research areas and in applications domains, this NIDS is analyzed, because anomaly detection done here is a 

significant issue. In some application domains, various anomaly detection approaches were established, while 

rest of the applications are generic. This analysis concentrates on the anomalies detection in the Network 

Intrusion Detection Systems (NIDS). Presently, researchers concentrate on the instruction detection systems 

through data mining techniques. Our work concentrates on the examination of different methodologies for 

anomaly detection for NIDS. The key value of NIDS is to mechanically assume the attacks which are yet to 

known. Various anomaly detection mechanisms were suggested to identify those deviations that can be 

classified into statistical methods, data-mining methods and machine learning based methods. In our work, 

various techniques were distinguished with the specific merits and demerits of one another. 

Keywords: Anomaly Detection, NIDS, Statistical Methods, Data-Mining Methods, Machine Learning System. 

 

I. INTRODUCTION 

 
Computers usually have a high risk of malignant 

attacks, because it has sensitive and private details. In 

information security, intrusion detection is a 

significant technique to identify the various kinds of 

attacks and also to safeguard the network. This 

technique notice and examine the things which 

happens in the computer or network system to detect 

the security issues. Here NIDS gives three significant 

functions: monitor, detect and respond to 

unauthorized activities. 

 

The objective of NIDS is to distinguish the attainable 

attacks like malicious action, computer attacks as 

well as computer mishandling, spread of a virus, and 

so on, and caution the people in recognizing the 

attacks. Data packets travel over the network seeking 

for the suspicious activities, NIDS audit and examine 

these data packets. In order to audit the entire traffic, 

huge NIDS server is located on the links of a 

backbone network; or few systems were located to 

audit the traffic in specific server, like, switch, 

gateway, or router. In centralized server another 

class of NIDS is located to scan the system files, 

seeking for illegal activity and to manage the 

integrity of the data. 

 

Two primary phases are there in anomaly detection 

technique: former is training phase were a usual 

traffic profile is created; the next phase is anomaly 

detection, were the acquired profile is enforced in 

the present traffic to check if there occur any 

variations. In recent days, various anomaly detection 
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mechanisms were suggested in order to identify 

those variations that can be classified into statistical 

methods, data-mining methods and machine learning 

based methods. 

 

Many statistical schemes consider that, this anomaly 

gives a great variation in specific path of the network 

from the usual one, with respect to the volume (of 

bytes count, packets, and a specific set of IP address 

or ports).This scheme results in successful 

identification of huge modifications in the traffic like 

bandwidth flooding attacks. Various substitutive 

schemes disagree that this volume based scheme isn’t 

efficient, if in case, malignant users maintains the 

interruptions happens through the attacks below few 

levels. For instance, attackers minimize the scanning 

report rate, which maintains the traffic 

straightforward.  So, many algorithms target at 

identifying the modifications in the nature of the 

traffic and/or the relative distributions of various 

characteristics of the traffic. 

 

Through machine learning method, applications 

mechanically analyse the things from the input and 

feedback to enhance the performance. Statistical 

methods targets at identifying the variations in the 

features of the traffic, but machine learning based 

methods targets at identifying the anomalies through 

certain mechanism, and it depends on the false 

positive or not by enhancing the mechanism. 

Bayesian network model is widely utilized method, 

which is a graphical model to allot the probabilistic 

relationship among different variables of interest. So, 

this can define the interdependencies among the 

variables in the events of small data loss; furthermore, 

this will estimate the future interdependencies. In 

order to identify the anomalies on burst of traffic, the 

author enforce the Bayesian networks, it results in 

identifying the DDoS attacks which will alternatively 

become undiscovered if every components were 

analyzed individually. This network is utilized to 

combine and suppress alarms, which makes the 

administrator life bit easier. A multi-sensor Fusion 

approach is suggested to gather the output from the 

various sensors, which are specifically combined to 

generate an individual alarm. 

 

Many advanced techniques are there in data mining 

concepts, which considers the data as input and 

identify the patterns and variations else it is a tedious 

process to identify. Hence, it develops an option to 

identify the anomalies also to build the profiles of 

normal traffic. Among various concepts in data 

mining, Fuzzy logic algorithms is applied to utilize a 

set of fuzzy sets and rules. Genetic algorithms, 

identifies the exact answer to the optimization and 

search issues, helps in anomaly detection. For certain 

features, these algorithms were used to identify the 

variations from the normal profile, and it depends on 

the false positive responses, and this will adjust the 

parameters. Another way to identify the anomalies is 

clustering method; this technique identifies the 

patterns in the data with various dimensions also this 

or proceed with the training details which will be 

provided to identify the anomalies. 

 

In improving the network security and end host, 

NIDS plays a vital role; still they have various 

demerits. Role of the network admin is to known 

about the merits and demerits while establishing the 

NIDS.The advantages of NIDS is analyzing the of 

typical and atypical user behaviour, identifying the 

known worms, requirement of the security policies 

in the network and to identify the false positive 

probability, fresh attacks and strange pattern in the 

network traffic. 

 

Demerits of NIDS: former one is, it more or less work 

for defects and weak or missing security mechanisms 

in operating systems, applications, and/or a protocol. 

The next one is false positives, which is an action 

when the NIDS negatively increase the security 

threat alarm for harmless traffic. 3rd one is NIDS 

generates obstacles. Its throughput is restricted to 

few gigabits per second. 4th one is it will raise the 

data encryption process, then it will mechanically 
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consider the pre-programmed actions, but this works 

only for restricted attacks. Finally, it couldn’t 

identify the new attacks because of the restrictions of 

the existing anomaly detection. 

 

To accomplish the secured NIDS and to rectify the 

early issues, various research works has been carried-

out. This analysis work offers to examine the 

different methods which were brought-in to 

overwhelm the problems which are described earlier. 

Various advantages and disadvantages were 

explained, which helps in rectifying the demerits 

that is explained in the earlier research work to 

generate the innovative approach. Performance 

evolution is done to provide the effectiveness of the 

algorithm in nature by eliminating the security 

problems. 

 

As like the following points, the research work is 

organized: section1: short description about the 

research work is described. In section 2: different 

statistical research methodologies were examined. 

Section 3, examines the Machine learning research 

methodologies. Section4 examines the data mining 

research methodologies. Section 5, identifies the 

entire research work. 

 

II. STATISTICAL ANOMALY DETECTION 

 

Detecting anomalies of a cyber physical system (CPS), 

is suggested by Harada et al (2017) [1], which is a 

tedious process and it has both physical and software 

parts, and it is significant because a CPS frequently 

work autonomously in a changeable environment. 

Nevertheless, detecting anomalies is a great dispute, 

since it is a changing behaviour and deficiency of the 

precise model for a CPS. To tackle this problem, we 

suggest enforcing an outlier detection method to a 

CPS log. From an actual aquarium management 

system, log is acquired; we try to compute the 

efficiency of the suggested method by examining the 

outliers which is identified. By inspecting the outlier, 

it is assured that few outliers represents the defects in 

the system. For instance, identified faults of the 

mutual exclusion in the control system will be 

mysterious to the developer. 

 

Bayesian Principal Anomaly Detection (BPAD) 

Described by Holst et al (2013) [2], which can be 

utilized for identifying the long and short term 

trends and anomalies in geographically identified 

alarm data. Suspected criminal behaviour and 

activities is highlighted by this system. In various 

domains like Maritime Domain Awareness, Train 

Fleet Maintenance, and Alarm filtering BPAD is 

executed and computed. Moreover, the Principal 

Bayesian Anomaly Detection (BPAD) can be utilized 

for circumstantial knowledge in terms of crime data 

features and hence it is enforced in the predictive 

policing setting. 

 

A hyper spectral image anomaly detection model is 

suggested by Li et al (2015) [3], which utilize the 

background joint sparse representation detection 

(BJSRD). The suggested method has upcoming steps, 

with a practical binary hypothesis test model. Need 

to compute the adaptive orthogonal background 

complementary subspace initially by the BJSR, which 

flexibly choose the most characteristic background 

bases for the local region. The hyper spectral AD 

issue occurs in this work, so a relaxed binary 

hypothesis model is suggested with the eminently 

duplicate prior of the background and the low-rank 

characteristic.  

 

Passive video forgery detection approach is suggested 

by Wahab et al (2014) [4], which have likelihood in 

multimedia security, information security and 

pattern recognition. Statistical correlation of video 

highlights, outline based for identifying statistical 

anomalies, and the inconsistency features of different 

digital equipment are the three ranges of video 

forensics in Passive techniques. The authorization of 

the video without relying on the embedded 

information is identified by Passive forgery detection 

techniques. This will accomplish the utilization of 
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statistical or mathematical properties which is 

crooked as an output of the alleviating the video for 

forgery detection. 

 

To tackle the issue of network anomaly detection, 

Wang et al (2013) [5] introduced a method. Most 

common techniques will be covered through these 

methods in the anomaly detection field, which add 

Statistical Hypothesis Tests (SHT), Support Vector 

Machines (SVM) and ART clustering algorithm 

analysis.Here, SVM and ART clustering probably 

have ambiguous output with the higher false alarm 

rates still they can detect the abnormal flows, like 

good resolution. Stochastic and window-based 

methods like our model-free and model-based 

methods will have constant output and it will 

identify the temporal anomalies well, even then it 

has poor resolution so they couldn’t express the 

identification of the anomalous network flow. 

 

Original randomized subspace methods suggested 

Kaloorazi et al (2017) [6] to identify the anomalies in 

Internet Protocol networks. A data matrix is 

provided which has details regarding the traffic, and 

then suggested approaches to do a normal-plus-

anomalous matrix disintegration assisted through the 

randomized sampling scheme and later identify the 

traffic anomalies in the anomalous subspace by 

utilizing the statistical test. The randomized subspace 

methods are the principal component analysis 

method. 

 

Anomaly detection method which is suggested by 

Fuse et al (2017) [7], this depends on the sticky 

hierarchical Dirichlet process hidden Markov model, 

which will predict the latent state’s count based on 

the input data. Supervising the human dynamics is 

feasible and is anticipated to the region of dynamic 

traffic control, which will gather the single location 

details in recent days. Through this supervision, 

human dynamics will become significant to find the 

anomalous states. 

 

Anomaly traffic detection method is suggested by 

Ren-Jie et al (2016) [8] according to the template 

flow. It concentrates on the matching and statistical 

method which is feasible for usual network 

environment. This method works fine for a network 

anomaly traffic detection method which depends on 

the flow template, it will acquire the normal network 

traffic, and this is good for the communication 

characteristics of the managed network environment. 

Extraction of the characteristics of the network 

traffic and it nature is to identify the anomaly 

network traffic and this is the target of this method, 

developing the flow template depends on the 

network eight-group information, and distinguishes 

the developed template with the actual traffic.  

 

A Router’s syslog is provided by Tan et al (2016) [9]. 

This is the action noticed and logged by the router 

and it is in proper order, which is utilized in the 

system security field. It concentrates on identifying 

the nature of routers anomalous by examining the 

router syslogs. To identify the anomalies process, the 

Inverse Domain Frequency (IDF) and Residual 

Inverse Document Frequency (RIDF) methods were 

suggested, which is also utilized in information 

retrieval field. The Former method is utilized in data 

distribution and various extra factors. The latter 

method is utilized to compute the degree of sudden 

modification of an event cluster. 

The capability of three well-established support 

vector machines – multilayer perceptron, radial basis 

function and linear kernels - to fit to log sequences 

was stated by Russo Barbara et al.(2014)] [10]. If the 

actions were classified as alerts, they are considered 

as anomalous behaviours. To detect the advantages 

and disadvantages of these methodologies, 

performance analysis of this work is done. The 

methodologies were distinguished and the analysis of 

this work in the following table. 
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Table 1. Analysis of Statistical Anomaly Detection 

S.No Title Author Method Merits Demerits 

1 

Log based 

Anomaly 

Detection of CPS 

using a Statistical 

Methods 

Yoshiyuki, 

Harada 

outlier detection 

method 

Detected 

transient losses of 

functionalities 

and unexpected 

reboots. 

did not detect 

anomalies that 

were too many 

and similar 

 

2 

A Bayesian 

parametric 

statistical anomaly 

detection 

method for finding 

trends and patterns 

in criminal 

behavior 

Holst, Anders, 

and Bjorn 

Bjurling 

Principal 

Bayesian 

Anomaly 

Detection 

(BPAD) 

 

very low 

computational 

complexity 

 

increasing the 

data volumes, 

rates and 

diversity 

3 

Hyperspectral 

anomaly detection 

by the use of 

background joint 

sparse 

representation 

Li, Jiayi 

 

background 

joint sparse 

representation 

detection 

(BJSRD) 

increase the 

computational 

efficiency 

the estimation of 

the background 

is hard to 

determine 

 

4 

Passive video 

forgery detection 

techniques: a 

survey 

Wahab, 

Ainuddin 

Wahid Abdul 

Passive video 

forgery 

detection 

approach 

detecting the 

authentication of 

the video without 

depend on pre-

embedded 

information 

It takes more 

time to execute 

the task 

5 

Network anomaly 

detection: A 

survey and 

comparative 

analysis of 

stochastic and 

deterministic 

methods 

Wang, Jing 

Support Vector 

Machines 

(SVM) and ART 

clustering 

algorithm 

it can effectively 

identify abnormal 

flows with better 

resolution 

it does not detect 

the temporal 

anomalies better 

and it does not 

able to explicitly 

detect the 

anomalous 

network flow 

6 

Anomaly detection 

in IP networks 

based on 

randomized 

subspace methods 

Kaloorazi, 

Maboud F., and 

Rodrigo C. de 

Lamare 

principal 

component 

analysis method 

it can improve the 

anomaly 

detection process 

in terms of noise 

and detection rate 

Time consuming 

7 

Statistical Anomaly 

Detection in 

Human Dynamics 

Fuse, Takashi, 

and Keita 

Kamiya 

Hidden Markov 

Model 

Successfully 

detects contextual 

anomalies behind 

it takes more 

time to detect 

the contextual 
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Monitoring Using 

a Hierarchical 

Dirichlet Process 

Hidden Markov 

Model 

time-series 

data 

low cost 

anomalies 

8 

An anomaly traffic 

detection method 

based on the flow 

template for the 

controlled network 

Wang, Yu, Ren-

JieJin, and Wei-

Jie Han 

Anomaly traffic 

detection 

method based 

on the flow 

template 

 It can accurately 

detect the real 

time anomaly 

network traffic 

computation cost 

is very high 

9 

Two New Term 

Weighting 

Methods for 

Router Syslogs 

Anomaly 

Detection 

Tan, Tunzi 
IDF and RIDF 

method  

This can suppress 

less informative 

router messages 

and make 

periodical bumps 

disappear 

It is very simple 

and detect 

anomalous 

behavior without 

repeating 

warnings when 

the values is high 

It does not 

construct the 

time series 

accurately 

10 

Mining system logs 

to learn error 

predictors: a case 

study of a 

telemetry system 

Russo Barbara, 

Giancarlo Succi, 

and 

WitoldPedrycz 

support vector 

machines 

It can easily 

detect the 

anomalies 

behavior 

High 

computation cost 

 

III. MACHINE LEARNING TECHNIQUES TO 

DETECT   ANOMALIES 

 

A survey of the existing status of IoT security is 

stated by Mahmoud, et al., (2015) [11]. It seems that 

there occurs a break among the security techniques 

to safeguard the sensor nodes, and to manage the 

trust among the devices and to oppose against Man in 

the Middle attacks, Denial of Service (DoS) attacks, 

etc. It is resolved that there is presently wide work 

inside the IoT authentication and access control 

protocols but rest of the work require to be 

performed perfectly. The IoT framework targets to 

link anyone with anything at anywhere. IoT usually 

has three layer architecture, they are: Perception, 

Network, and Application layers. To accomplish a 

secure IoT realization, many security principles has 

to be imposed at every layer. 

 

Hybrid Intrusion Detection System (HIDS) algorithm 

is suggested by Mohd et al (2016) [12]. This method 

targets at raising the network traffic, which is 

initiated from different sources, that tends to a 

greater likelihood for an organization to be disclosed 

to interrupter. Intrusion Detection System (IDS) is a 

security mechanism, which is important to relieve 

that problem. Regarding the capability of IDS to 

identify, little anomaly traffic can’t be efficiently 
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identified. IDS algorithm is significant to be 

authentic and it gives high detection accuracy, 

minimizes the feasible threats from the network. 

 

Machine learning techniques is utilized to identify 

the anomalies in cloud environments, this is 

executed by Miyazawa et al. (2015) [13]. “vNMF” is a 

prototype and it utilizes Self Organizing Maps (SOM) 

algorithm for recognizing the general behaviour. The 

“vNMF” system aims at NFV environments while 

rest of the approach is generically relevant to any 

case which adds the virtualized services. This system 

computes a setup of two physical machines 

implementing three virtual machines every. To 

compute the vNMF” prototype running on the 

machines, three failure cases was utilized. 1st case: 

memory leakage within a database running in a 

virtual machine. High swap activity is the output, for 

allotting the memory peaks after approximately two 

hours. It also determines the CPU and disk I/O of the 

server. 2nd case: memory leakage is linked with a 

simulated VNF, creating network traffic among two 

Virtual Machines (VMs). 3rd case has bi-directional 

80Mbps traffic among two virtual machines. 

Miyazawa et al. guided their model for calculating 

the data which is gathered from idle machines. 

 

The auto encoder is established a output for Anomaly 

Detection in a huge system which is chosen by 

Murphree et al (2016) [14]. The auto encoder fit the 

demands for scalability and flexibility. Tens, 

hundreds, or thousands of dimensions were feasible 

for this algorithm. Instead of the entire data, test data 

is managed additively at the time of training, which 

doesn’t rise the time to the training. Here, the 

artificial neural network is utilized to identify the 

anomalies successfully. The prefect computation of 

the weight reduces the error among the output and 

the expected value determined in the training set. 

 

Expectation Maximization (EM) algorithm is 

suggested by Steyn et al (2016) [15]. Anomaly 

detection constitutes the detection of notification 

which doesn’t adopt the anticipated patterns of the 

considered data set. The author tries to alter the issue 

of textual anomaly detection by building the 

Multinomial Naıve Bayes classifier and improving it 

with an augmented Expectation Maximization (EM) 

algorithm. This will use the huge amount of 

unnamed data and provide details about how the EM 

algorithm raises the Naıve Bayes classifier’s accuracy. 

This process is enforced to a binary classification 

environment to identify the anomalies in text. 

 

Cyber physical systems like smart grids, which add 

cyber plus for monitoring, control, and 

communication to manage the safe and effective 

work of a physical process is stated by Valdes et al 

(2016) [16]. The researchers suggested a t CPS 

intrusion detection systems (CPS IDS), it shouldn’t 

attempt just to identify the attacks in the host audit 

logs and network traffic (cyber plane), but it should 

assume the working nature of attack which is ponder 

in measuring from diverse devices at various 

locations (physical plane). In electric grids, voltage 

and current laws being physical restriction which 

can furnish in distributed agreement algorithms to 

identify the anomalous conditions, which is 

performed by coding explicitly for the physical 

constraints into a hybrid CPS IDS, which creates the 

detector specific to a specific CPS. A substitutive 

approach is provided along with the preliminary 

results by utilizing the machine learning process to 

qualify the normal, fault, and attack states in a smart 

distribution substation CPS, which is utilized by this 

as a component of a CPS IDS. 

Fast anomaly detection algorithms by utilizing 

extreme learning machines (ELM) were developed by 

Janakiraman et al (2016) [17] to find out 

operationally substantial abnormalities in huge 

aviation data sets. So as to detect safety risks in 

aviation, Anomaly detection (also known as one-class 

classification or outlier detection) is a dynamic 

region of research. Aviation data is categorized by 

high dimensionality, heterogeneity (continuous and 

categorical variables), multimodality and temporality. 
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The ELM algorithm is the M’s rapid training and 

noble generalization characteristics to implement 

scalable anomaly detection techniques for big data 

sets. We get used to unsupervised ELM algorithms 

for instance the auto encoder and embedding 

techniques to carry out anomaly detection. The 

unsupervised archetypes seize the nominal data 

distribution and by selecting a preferred strength of 

discovery, which describes the higher bound of 

outliers in the training data, the anomaly decision 

boundary is identified. The auto encoder model 

identifies abnormalities as the ones, which contain a 

huge rebuilding error whilst the embedding model 

identifies abnormalities as the ones, which lie 

exterior to a hyper sphere in the embedded space. 

 

A Support Vector Machine algorithm was developed 

by Tahir et al (2016) [18] be in supervised 

classification technique, which linearly split up the 

data. It splits the classes by utilizing hyper plan that 

is an extreme separable line utilized to split up the 

classes’ dataSVM utilizes class labelled data in 

training phase similar to other supervised 

classification techniques. Testing is accomplished by 

consignment of class label to the instances in the 

testing phase. SVM maps the data into feature space 

and splits up the data into its classes by the hyper 

plan, which contains highest margin among the 

instances of the classes. However SVM is a binary 

classifier, it could perform multiclass classification. In 

this technique various binary SVM is utilized in 

ascade way. Two diverse techniques, one-vs-all and 

one-vs-one, are utilized for multiclass classification. 

Classifier model is formed for every class in one-vs-

all technique where in one-vs-one binary classifier is 

constructed for amongst diverse classes. 

 

A two-tier architecture was introduced by Sreekesh 

et al (2016) [19] to identify interruptions on network 

level. In this construction, so as to identify the 

abnormalities the reinforcement learning algorithm 

is presented. Anomaly detection finds if variation 

from the ordinary patterns could be labelled as 

interruptions. Anomaly detection contains great level 

of false alarm. With the intention of managing with 

that issue, reinforcement learning is used where the 

network is taught to make judgements and guess in 

case any threat presents. In reinforcement learning, 

software agents have a tendency to make resolutions 

in keeping with the conduct of the environment. 

Henceforth these agents obtain information 

regarding the environment, make local resolutions, 

and transfer them to a fusion centre that yields final 

choices and provides them to the environment for 

assessment. 

 

The hybrid technique was presented by Landress et 

al (2016) [20], which comprises K-means clustering, 

feature selection by utilizing J48 Decision Tree and 

SOM organizing maps. The objective of this study is 

to reduce the number of false positives in the KDD 

CUP 99 data set. This dataset was utilized for 

creating this experiment. It was resulting from a 

fictional military network. The systems that were 

targeted ran diverse operating systems and services. 

A traffic generator was utilized on three 

supplementary systems. They imitated network 

behaviour for seven weeks and used a sniffer to seize 

the network traffic in Tcpdump form.The logs 

utilized for this simulation encompasses five kinds 

called normal, DoS, scanning; R2L and U2R.Totally 

there are forty one features for every connection that 

were labelled normal or attack. 

 

Neuro-Fuzzy Classifier was presented by Chaudhary, 

A et al (2016) [21] for the discovery of packet 

dropping attacks. This technique will categorize the 

network into unpretentious or malevolent network 

dependent upon their packet dropping behaviour. 

Fully decentralized technique was introduced by 

Rmayti, M et al (2017) [22], which lets a node to 

observe and identify neighbours which are 

malevolent although they have a varying behaviour. 

Our technique is dependent upon a Bernoulli 

Bayesian model for nodes’ behaviour classification 

and a Markov chain model for behaviour evolution 
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tracking. Performance evaluation of numerical 

outcomes acquired by utilizing NS2 simulations 

reveal an exact recognition of malevolent nodes that 

could be utilized to assure consistent and protected 

packet forwarding amongst network nodes. 

 

In order to recognize the advantages and 

disadvantages of these techniques, the performance 

assessment of this research is performed. Therefore, 

the comparison could be done among the techniques 

that were conversed above. The investigation of this 

research is specified in the below table. 

 

Table 2. Analysis of Machine Learning Anomalies Detection 

S.No Title Author Method Merits Demerits 

11 Internet of things 

(iot) security: 

Current status, 

challengesand 

prospective 

measures 

R. Mahmoud, T. 

Yousuf, F. Aloul, 

and I. 

Zualkernan 

IoT security 

method 

Identify the 

anomalies 

activities in each 

layer 

Not enough 

policies and 

standards to 

ensure security of 

the system 

12 Anomaly-based 

NIDS: A review 

of machine 

learning methods 

on malware 

detection 

Mohd, Raffie ZA hybrid Intrusion 

Detection System 

(HIDS) algorithm 

Reducing the 

threats  

some of the 

anomaly traffic is 

not detected 

13 vnmf: Distributed 

fault detection 

using clustering 

approach for 

network function 

virtualization 

M. Miyazawa, 

M. Hayashi, and 

R. Stadler 

SOM algorithm successfully 

detect the 

abnormal 

behaviour 

computational 

overhead is high 

14 Machine learning 

anomaly 

detection in large 

systems 

Murphree, Jerry Artificial Neural 

Network & auto 

encoder 

It minimize the 

error value 

between output 

and the expected 

value 

reduce the 

complexity of the 

computational 

process 

It does not define 

the output label 

associated with 

inputs data. 

15 Semi-supervised 

machine learning 

for textual 

anomaly 

detection 

Steyn, Carl, and 

Alta de Waal 

EM algorithm It does not 

require the 

gradient value.  

convergence 

process is very 

low 

16 Anomaly 

Detection in 

Valdes, Alfonso, 

Richard 

Cyber Physical 

Systems Intrusion 

It detect zero-day 

attacks and yield a 

unnecessary 

eviction will 

Volume%203,%20Issue%203%20|%20March-April-2018%20
http://www.ijsrcseit.com/


Volume 3, Issue 3 | March-April-2018  |   http:// ijsrcseit.com  

 

Niyaz Hussain A M J  et al. Int J S Res CSE & IT. 2018 Mar-Apr;3(3) : 1538-1541 

 307 

Electrical 

Substation 

Circuits via 

Unsupervised 

Machine 

Learning 

Macwan, and 

Matthew Backes 

Detection System 

(CPIDS) 

low false positive 

rate 

reduce the 

lifetime and 

increase the 

operating cost 

17 Anomaly 

detection in 

aviation data 

using extreme 

learning 

machines 

Janakiraman, 

Vijay 

Manikandan, 

and David 

Nielsen 

ELM algorithm It is a fast training 

mechanism 

local minima 

time consuming 

18 Machine learning 

algorithms in 

context of 

intrusion 

detection 

Mehmood, 

Tahir, and Helmi 

B. MdRais 

SVM algorithm avoid the over 

fitting 

lack of 

transparency of 

results 

19 A two-tier 

network based 

intrusion 

detection system 

architecture using 

machine learning 

approach 

Sreekesh, 

Manasa 

reinforcement 

learning 

algorithm 

maximize the 

accuracy of the 

system decisions 

too memory 

expensive to store 

each values of 

each stage 

20 A hybrid 

approach to 

reducing the false 

positive rate in 

unsupervised 

machine learning 

intrusion 

detection 

Landress, Angela 

Denise 

hybrid approach 

(k-means 

clustering, J48 

Decision Tree 

algorithm, SOM) 

decrease the false 

positives in 

anomalous 

intrusion 

detection data 

computation cost 

is very high 

21 A new intrusion 

detection system 

based on soft 

computing 

techniques using 

neuro-fuzzy 

classifier for 

packet dropping 

attack in manets 

Chaudhary, A., 

Tiwari, V. N., & 

Kumar, A 

Neuro-Fuzzy 

Classifier 

detect the packet 

dropping attack 

with high true 

positive rate and 

low false positive 

rate. 

Easy to break this 

attack which 

would increase 

the computational 

overhead of 

packet submission 

22 A stochastic 

approach for 

Rmayti, M., 

Khatoun, R., 

Fully 

decentralized 

Reliable and 

secured packet 

It leads to faulty 

trust evaluation 
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packet dropping 

attacks detection 

in mobile Ad hoc 

networks 

Begriche, Y., 

Khoukhi, L., 

&Gaiti, D 

mechanism forwarding is 

assured 

values which 

needs to be 

focused more the 

optimal 

transmission of 

the packets. 

 

IV. DATA MINING  TECHNIQUES FOR 

ANOMALIES DETECTION 

 

Sliding window model was presented by Jakhale et al 

(2014) [23] in order to decrease the complication of 

the intrusion detection system. So as to evade 

repeated scanning and mining in the sliding window, 

Fast update mining algorithm is presented. With the 

intension of mining frequent pattern from sliding 

window fast update mining algorithm first scans the 

novel inward basic window two times, utilize 

independent TidBW-list to compute support rather 

than uniform TidBW-list, and mines k-patterns by 

utilizing the intersections of (k-1) -patterns’ Tid-lists 

circularly (kP2). It enhances performance. 

Identifying novel arising frequent patterns is 

composite, consequently we this problem is split into 

two sub-problems: first one is capturing new 

frequent 1-patterns and second one is capturing new 

frequent multi-patterns. 

 

A ybrid machine learning method was proposed by 

Gadal et al (2017) [24] for network intrusion 

detection dependent upon the mixture of K-means 

clustering and Sequential Minimal Optimization 

(SMO) classification. It presents hybrid technique, 

which decrease the rate of false positive alarm, false 

negative alarm rate, so as to increase the detection 

rate and detect zero-day attackers. The NSL-KDD 

dataset is utilized in the research method. The 

classification is carried out by utilizing Sequential 

Minimal Optimization. Subsequent to train and test 

the presented hybrid machine learning method. 

 

Internal Intrusion Detection and Protection System 

(IIDPS) was proposed by Leu et al (2015) [25]. It is 

utilized to identify insider attacks at SC level by 

utilizing data mining and forensic methods. The 

IIDPS makes users’ personal profiles to maintain 

users’ usage behaviors as their forensic features and 

identifies if a legal login user is the account holder or 

not by relating his/her present computer usage habits 

with the patterns gathered in the account holder’s 

personal profile. it contains sts of an SC monitor and 

filter, a detection server, a mining server a local 

computational grid, and three repositories, 

comprising user log files, user profiles, and an 

attacker profile. The SC monitor and filter, as a 

loadable module embedded in the kernel of the 

system being regarded 

 

A k-means clustering technique was proposed by 

Richa et al (2014) [26] to identify the anomalies. The 

K - Means algorithm is forthright portioning 

algorithms, which resolve the clustering problem. 

The procedure of K - means algorithm keeps an eye 

on relaxed means to categorize a specified data set via 

some amount of k clusters, which are set a former. 

The function of Intrusion Detection Systems (IDSs), 

as special-purpose devices to identify anomalies and 

attacks in the network, is striking more significant. 

The surveyor in the intrusion detection area mainly 

concentrated on anomaly based and misuse based 

detection methods. The primary noteworthy lack in 

the KDD data set is the large amount of redundant 

records. By examining KDD train and test sets, it is 

proved that nearly 78% and 75% of the records are 

not original in the train and test set, correspondingly. 

This huge number of unnecessary records in the train 

set would make learning algorithms to be prejudiced 

in the direction of the common report, and therefore 
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protect it from learning uncommon records that are 

more dangerous to networks for instance U2R attacks. 

   

Mini batch k means algorithm was introduced by 

Alseiari et al (2015) [27]. Mini-Batch K-means 

clustering is a variant of K-means that is more 

suitable to data stream models. It hunks up the entire 

dataset into mini-batches of similar size whilst till 

trying to enhance the identical objective function as 

the regular K-means algorithm. The mini-batches of 

the input data are arbitrarily chosen in every training 

iteration that meaningfully decreases the time and 

computation needed to converge to a local optimum. 

In every iteration, the algorithm chooses b samples 

from the dataset, calculates and caches the adjacent 

centroid for every sample. At that moment, for every 

sample the algorithm searches its cached center, 

keeps up to date  apiece center counts, computes the 

per center learning rate ƞ, and as a final point keeps 

up to date the centroids by utilizing online gradient 

descent. The purpose for selecting Mini-Batch K-

means is that it constantly learns and updates itself 

from the mini-batches of instances, which it 

encounters and lets the choice of incompletely fitting 

the subsequent batch of data to the previous model 

rather than constructing the model from scrape. 

 

Naive Bayes algorithm was presented by Cui et al 

(2015) [28] to identify the anomalies of the intrusion 

detection system. Naïve Bayes is a simple learning 

algorithm, which uses Bayes rule in conjunction with 

a solid supposition that the attributes are 

conditionally independent, specified the class. 

Whereas this independence supposition is frequently 

disrupted when it comes down to it, naïve Bayes 

however brings reasonable classification accurateness. 

In addition to its computational efficacy and other 

desired features and a cluster is a group of data points, 

which are identical to each other within the similar 

cluster and unalike to data points in other clusters. 

Clustering is an unsupervised classification, where 

data points are formed as clusters dependent upon 

their likeness. The objective of a clustering algorithm 

is to increase the intra-cluster likeness and reduce 

the inter-cluster likeness. 

 

The random forest (RF) classifier to the signature 

based anomaly detection system (SADS) was 

proposed by Yassin et al (2014) [29]. SADS contains 

the capability of assessing packet headers’ behavior 

patterns more accurately and quickly. Naive Bayes 

(NB) and Random Forest (RF) classifiers are 

combined and utilized to reduce false alarms in 

addition to generate signatures to be utilized for 

forthcoming prediction and decreasing processing 

time. Commonly, a classifier is a data mining process, 

which describes and distinguishes data class labels 

very exactly to recognized feature value wherein the 

class value couldn’t be found. Random Forest (RF) 

[10] fuses above one Decision Trees, and excerpts a 

single tree to create a prediction. So, RF could be 

seen as an ensemble learning technique where 

numerous models are applied to attain better 

prognostic performance. Decision Trees are 

composed by using bagging classification trees [11], 

wherein prediction is considered dependent upon 

the highest vote of the trees, which are poised 

separately with random samples, and every node is 

split dependent upon a subset of better predictors, 

which is arbitrarily chosen at that node.  

 

A new Fuzzy Anomaly Detection and Linguistic 

Description (Fuzzy-ADLD) was presented by 

Wijayasekara et al (2014) [30] for enhancing the 

understandability of Building Energy Management 

System (BEMS) conduct for enhanced state - 

awareness. This research provides a new practice for 

mining BEMS data that results in enhanced state 

awareness of constructing managers. The proposed 

Fuzzy-ADLD technique is dependent upon a two-

part method: 1) identifying unusual behavior 

patterns by combining numerous sources of data, 2) 

giving relaxed to realize descriptions of the 

recognized behavior in a linguistic form. The 

primary part of the Fuzzy - ADLD technique uses 

modified nearest neighbor clustering algorithm and a 
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fuzzy logic rule extraction method to construct a 

model of normal BEMS operations dependent upon 

the specified usual behavior training data. The 

second part of the Fuzzy - ADLD technique provides 

the recognized abnormalities in an instinctive, 

relaxed to understand way in the form of linguistic 

descriptions. This is accomplished by utilizing a 

predefined fuzzy illustration of the input attributes 

to independently calculate the related and compacted 

linguistic description of the recognized anomalies.  

 

Role Based Access Control (RBAC) model was 

presented by Drashti et al (2016) [31]. Database 

management system is not adequate for novel high-

tech attack, consequently Database Intrusion System 

is needed as added security layer. Over the past few 

decades, lot of database intrusion detection systems 

are designed by utilizing anomaly technique such as 

mining data dependencies amongst data items, access 

pattern and so on. In this research, we utilized 

signature based technique that is described on role 

hierarchy. Roles categorize the user and creates 

management simple. In RBAC, user habit is 

generalized at role levels. Every role is distinctive 

and contains precedence level. Consequently we 

could say we processed with role hierarchy. In order 

to develop this model, we have two fundamental 

needs. Initially, split the users dependent upon their 

access rights (like Designation, Post etc.). Even if 

there is no role information exist in database, Role 

mining algorithm could be utilized to allot artificial 

roles. Second need is modification in previous role 

rights that should be deal physically and kept up to 

date in profile that would have carried out by the 

database administrator. 

 

Average One Dependence Estimators (AODE) 

algorithm was presented by Sultana et al (2016) [32]. 

Average one dependence estimators (AODE) is the 

recent improvements of naive Bayes algorithm. 

AODE resolves the difficulty of independence by 

averaging the entire models produced by 

conventional one dependence estimator and is 

appropriate for incremental learning. AODE gives 

promising outcomes when matched up with the 

conventional models. AODE classifier is broadly used 

to numerous issues such as intrusion detection, bio 

medical, spam filtering. The intelligent network 

intrusion detection system by utilizing AODE 

algorithm for the recognition of diverse kinds of 

attacks. 

 

The performance study of this research is 

accomplished to recognize the advantages and 

disadvantages of these techniques. Consequently, the 

comparison could be done amid the techniques 

which were conversed above. The investigation of 

this research is specified in the below table. 

 

Table 3. Analysis of Data Mining Anomalies Detection 

S.No Title Author Method Merits Demerits 

23 Anomaly 

Detection 

System by 

Mining 

Frequent 

Pattern using 

Data Mining 

Algorithm from 

Network Flow 

A.R. Jakhale, G.A. 

Patil 

Sliding 

Window 

Model 

It 

improves 

the 

performan

ce of the 

anomalies 

detection 

process. 

finding the new 

patterns is very 

difficult 

24 Anomaly 

detection 

Gadal, Saad Mohamed 

Ali Mohamed, and 

hybrid 

approach (K-

reduce the 

false alarm 

Time consuming 
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approach using 

hybrid 

algorithm of 

data mining 

technique 

Rania A. Mokhtar mean & SMO) rate and 

increase 

the high 

accuracy 

detection 

of 

anomalies 

25 An Internal 

Intrusion 

Detection and 

Protection 

System by Using 

Data Mining 

and Forensic 

Techniques 

Leu, F.Y., Tsai, K.L., 

Hsiao, Y.T. and Yang, 

C.T 

Internal 

Intrusion 

Detection and 

Protection 

System (IIDPS) 

this 

system are 

highly 

customiza

ble to 

accommod

ate 

specific 

client 

needs  

undetermined 

period of time 

26 Data Mining 

Approach IDS 

K-Mean using 

Weka 

Environment 

Richa and Saurabh 

Mittal 

K-Means 

algorithm 

Computati

onally 

faster than 

hierarchic

al 

clustering  

difficult to predict 

the K value 

with global cluster 

it didn’t work well 

27 Real-time 

anomaly-based 

distributed 

intrusion 

detection 

systems for 

advanced 

Metering 

Infrastructure 

utilizing stream 

data mining 

Alseiari, Fadwa Abdul 

Aziz, and Zeyar Aung 

Mini-Batch K-

Means 

It reduces 

the 

computati

on time in 

large 

datasets 

Poor quality of the 

cluster 

28 Multi-layer 

Anomaly 

Detection for 

Internet Traffic 

Based on Data 

Mining 

Cui, Baojiang, 

Shanshan He, and 

HaifengJin 

Naive Bayes 

algorithm 

maximize 

the intra-

cluster 

similarity 

and 

minimize 

the inter-

cluster 

similarity 

low accuracy 
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29 Signature-Based 

Anomaly 

intrusion 

detection using 

Integrated data 

mining 

classifiers 

Yassin, Warusia Random Forest 

classifier 

Robustnes

s 

It provide 

a solution 

of 

constantly 

convergin

g large 

volume of 

trees 

it is slow to create 

the predictions 

once trained 

 

 

30 

Mining building 

energy 

management 

system data 

using fuzzy 

anomaly 

detection and 

linguistic 

descriptions 

Wijayasekara, 

Dumidu 

Fuzzy 

Anomaly 

Detection and 

Linguistic 

Description 

(Fuzzy-ADLD) 

Flexible, 

easy 

computati

on 

it used many 

parameters 

 

31 A framework for 

database 

intrusion 

detection system 

DrashtiNandasana; 

Virendra Barot 

Role Based 

Access Control 

(RBAC) 

decrease 

the storage 

space and 

execution 

time 

detection 

process is 

fast and 

less 

maintance 

Increasing the 

number of roles in 

the process. so 

managing those 

roles can become 

complex 

 

32 Intelligent 

network 

intrusion 

detection system 

using data 

mining 

techniques 

Sultana, Amreen, and 

M. A. Jabbar 

Average One 

Dependence 

Estimators 

(AODE) 

Low 

variance 

useful for 

large data 

set 

predicts 

class 

probabiliti

es 

it takes more to 

time to execute 

 

 

From the aforesaid anomalies detection technique 

analysis table, we could conclude that the techniques 

presented beforehand contains numerous advantages 

and disadvantages in their means of application. All 

the advantages and disadvantages in these researches 

are taken for the evaluation from which novel 

method could be proposed by merging the 

advantages of all the techniques. Certain techniques 
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are healthier in the query response time by 

retrieving answer for user queries rapidly. Certain 

techniques lack in giving outcome with less response 

time where it might take more computation 

overhead value. The conclusion of this evaluation is 

specified in the subsequent section. 

 

V. CONCLUSION 

 

Supervising the network traffic and the untrusting 

activity is done by an intrusion detection system (IDS) 

which will alert the system or network administrator. 

In few scenarios, IDS will answer to the anomalous 

or malicious traffic by considering the events like 

blocking the user or source IP address from using the 

network. Network Intrusion Detection Systems 

locates the strategic point or points inside the 

network to supervise the traffic to and from entire 

devices on the network. In this work, different 

methodologies have to examine the anomalies 

detection in the network intrusion detection system. 

Three significant anomalies detection of NIDS is 

concentrates in this work. They are statistical, 

machine learning and data-mining methodologies. 

Various methods were talked to identify the 

anomalies in NIDS. The brief explanation of these 

methods was explained and predicts the merits and 

demerits of the various techniques in NIDS. The 

survey is concluded with the effective cryptographic 

mechanism which is suggested to give the efficient 

prevention from the anomalies attacks.  
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