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ABSTRACT 
 

The problem of Segmenting Gray scale still images has been addressed in this work and proposed new 

methods by generating random field for image segmentation and boundary detection for image classification. 

The present work describes image segmentation at multiple scales. The detected regions are homogeneous and 

surrounded by closed edge boundaries. Segmentations yield texture and boundary information. Boundary 

information requires much more effort than texture information. The proposed techniques rely on boundary, 

textured and non-textured information for image segmentation at multiple scales. The definition of a general 

purpose segmentation technique has been revealed as being a rather complicated task. This complication is 

owing to the huge amount of different kind of data that a segmentation technique may have to handle. 

Previous approaches to multistage segmentation represented an image at different scales using a scale space. 

However, structure is only represented implicitly in this representation, structures at coarser scales are 

inherently smoothed, and the problem of structure extraction on is unaddressed. This work argues that the 

issue of scale selection and structure detection can not be treated separately. A new concept of scale will be 

presented that represents images structures at different scales, and the image itself. This scale is integrated into 

a non-linear transform, which makes structure explicit in the transformed domain. Structures that are   stable 

to changes in scale are identified as being perceptually relevant, the transform can be viewed as collecting 

spatially distributed evidence for edges and regions, and making it available at contour locations there by 

facilitating integrated detection of edge and regions without restrictive models of geometry or homogeneity. 

Markov random field theory has been widely applied to the challenging problem of image segmentation. 

Image segmentation is a task that classifies pixels of an image using different labels so that the image is 

partitioned into non-overlapping labeled regions. Extraction of regions or objects of interest is usually the first 

important step in almost every task of image processing and high level image analysis for better understanding. 

Although it is fundamental, image segmentation a is field in which  researchers are facing challenges because 

most of the real objects have complex shapes, boundaries and true images are often corrupted by noise that 

cannot be ignored. To tackle the difficult problem of image segmentation, researchers have proposed a variety 

of methods. In this thesis three textured models have been studied and proposed new methods under these 

models.    

Keywords: Helly-Property, Segmentation, Texture model, Neighborhood Spanning Tree, BRF, Markov-Chain-

Rule, Edge-Flow, Fuzzy-Logic and Boundary MRF model    
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I. INTRODUCTION 

 
Early days of computing, data was numerical. Later, 

textual data became more common. Today, many other 

forms of data: voice, music, speech, images, computer 

graphics, etc. Each of these types of data is signals. A 

Signal is a function that conveys information. Before 

going to know about Digital Image Processing, let us 

discuss the history from where it exists. 

 

First the issue of digital image processing appeared 

relatively late in computer history, it had to wait for the 

arrival of the first graphical operating systems to 

become a true matter. Secondly, digital image 

processing requires the most careful optimizations and 

especially for real time applications. As long as people 

have tried to send or receive the message through 

electronic media: telegraphs, telephones, television, 

radar, etc. there has been the realization that these 

signals may be affected by the system used to acquire, 

transmit, or process them. Sometimes, these systems are 

imperfect and introduce noise, distortion, or other 

artifacts.  

 

Understanding the effects these systems have and 

finding ways to correct them is the fundamental of 

signal processing. That is, we specifically introduce the 

information content into the signal and hope to extract 

it out later. Sometimes, these man-made signals are 

encoding of natural phenomena (audio signal, acquired 

image, etc.), but sometimes we can create them from 

scratch (speech generation, computer generated music, 

computer graphics). Finally, we can merge these 

technologies together by acquiring a natural signal, 

processing it, and then transmitting it in some fashion. 

This fashion is called Digital Image Processing. 

 

Vision allows humans to perceive and understand the 

world surrounding us. Computer vision aims to 

duplicate the effect of human vision by electronically 

perceiving and understanding an image. Giving 

computers the ability to see is not an easy task - we live 

in a three dimensional (3D) world, and when 

computers try to analyze objects in 3D space, available 

visual sensors (e.g., TV cameras) usually give two 

dimensional (2D) images, and this projection to a lower 

number of dimensions incurs an enormous loss of 

information. In order to simplify the task of computer 

vision understanding, two levels are usually 

distinguished as Low-level image processing and High-

level image processing 

 

Evolution of data communications in the early days was 

mainly numerical and textual form. Many other forms 

of data: voice, music, speech, images, computer graphics, 

etc as specified in([1],[2]) are mostly in the form of 

electrical or electronic signals. A Signal is a function 

that conveys information. The concept of digital image 

processing was introduced relatively late in computer 

history after the arrival of the first graphical operating 

systems [3]. More ever, digital image processing 

requires the most careful optimizations especially for 

real time applications [4]. Transfer of the messages as 

signals through electronic media: telegraphs, 

telephones, television, radar, etc. may be affected by 

the systems used to acquire, transmit, or process them. 

Also these systems are imperfect and introduce noise, 

distortion, or other artifacts leading to necessity of the 

signal processing [5]. Accordingly, we specifically 

introduce the information content into the signal to 

extract it out later by encoding natural phenomena 

(audio signal, acquired image, etc.), but also generated 

from scratch (speech generation, computer generated 

music, computer graphics). Ofllate these technologies 

are merged together by acquiring a natural signal, 

processing it, and then transmitting it in some 

electronic form. This form is called Digital Image 

Processing. 
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Computer vision aims to duplicate the effect of human 

vision by electronically perceiving and understanding 

an image ([1],[6]). Incurring an enormous loss of 

information in due processing. In order to simplify the 

task of computer vision processing, two levels are 

usually distinguished viz: Low-level image processing 

and High-level image processing. Low level images 

processing methods usually use very little knowledge 

about the content of image. In the case of the later, it is 

usually provided by high-level algorithms. Low level 

methods often include image compression, pre-

processing methods for noise filtering, edge extraction, 

image sharpening and boundary detection for image 

classification and analysis. High-level image processing 

is based on knowledge, goals, and plans of how to 

achieve those goals, and artificial intelligence methods 

are widely applicable. In this thesis low level image 

processing methods have been studied for image 

segmentation and classification of images. 

 

II. RELATED WORK 

 

The problem of Segmenting Gray scale still images has 

been addressed in this work and proposed new 

methods by generating random field for image 

segmentation and boundary detection for image 

classification. In the image processing literature there 

exist many different definitions of image segmentation. 

Actually, almost each author has coined one. The 

definition used throughout this work is the following: 

segmentation is a process that divides completely an 

image into a set of homogeneous, connected regions 

related to the objects in the scene. Therefore, the result 

of segmentation is a labeled image corresponding to 

label at different region. Note that the above definition 

is rather vague since it fixes neither the criterion of 

homogeneity to be used nor the algorithm to be applied. 

The range of frameworks in which segmentation is 

nowadays utilized is so wide that a more concrete 

definition would not apply for all of them. Indeed, 

almost each discipline dealing with images uses some 

kind of segmentation as low level processing. Moreover, 

the success of the segmentation algorithm often 

determines the success or failure of the overall image 

analysis algorithm. The large range of possible images is 

not the only fact that makes segmentation a difficult 

task. Some problems arise when validating a 

segmentation or comparing it with other results. The 

first problem comes from the fact that two different 

projections are carried out, when acquiring a picture. 

Physical world, which is a three dimensional space, is 

mapped into an image, which is a two dimensional 

space. A possible solution for solving this machine 

handicap is to try to emulate the human visual system. 

There has been a large number of studies in this field, 

but very little has been concluded due to the difficulty 

of the problem. Most of these studies have handled the 

problem from a qualitative or philosophic viewpoint, 

without giving a quantitative model or theory for 

characterizing the human visual system. Furthermore, 

when some 'theories have been built for a specific 

environment, their application to more general or 

realistic situations have failed. Hence, their results do 

not help to implement computer vision algorithms. • 

Gradient operators: basically, these algorithms use a 

discrete approximation of the gradient or of the 

laplacian operators. The approximation of the gradient 

in each direction (directional difference) is performed 

by means of the convolution of a small kernel with the 

image. A scalar measure of the local gradient can be 

estimated in different ways: taking the maximum, the 

absolute value or the magnitude of the gradient. 

Changing the size of the kernels, theirs weights and the 

estimate, one can obtain different gradient operators: 

Roberts [18], Sobel [24], Prewitt [25], etc... Another 

possible approach is to substitute linear convolutions 

for morphological operators [26,27]. All these 

algorithms have the problem of being very sensitive to 

noise. In order to solve this problem a new theory of 

edge detection has been proposed [35], which leads to 

methods combining image filtering and laplacian 

operators. These methods yield more robust estimations 

of the gradient and therefore, less noisy edges. 

 

* Template matching: in this approach, a set of kernels 

is used in parallel (selecting the output of one filter for 
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each pixel) rather than by combination (obtaining a 

result by combining all the outputs, as in the previous 

approach). Thus, a set of templates, each one 

representing a kind of edge (different directions), is 

applied on every point of the image. At each point, the 

template producing the highest correlation gives the 

edge characteristics at this point. Several sets of 

templates have been proposed, for instance the so called 

Kirsh template [29] or the Frei&Chen template [30].  

• Edge fitting: the basis of this approach is the 

assumption that an edge can be modeled as a step 

discontinuity. Using this model, regions in the image 

whose edge fitting error is small are sought. The 

parameters of the model which better fits this region 

determine the position, orientation and magnitude of 

the edge. Two main techniques have been developed 

following this idea, namely Hueckel [31] and Nalwa 

and Binford [32]. It has to be pointed out that these 

techniques require more computation than the above 

presented techniques while not improving their 

performance. 

 

Statistical techniques here, the detection of an edge are 

treated as a hypothesis testing. A line going through a 

window is said to be an edge if the two sets of pixels 

that it forms on its sides can be defined as two different 

regions. The study has to be carried out for different 

orientations in the same window, and the orientation 

which best accomplishes the two regions hypothesis is 

chosen. Yakimovsky [33] presented a method using a 

7x7 window and normal models for regions. It has to be 

said that the different methods above presented lead to 

similar results. As an example of gradient detection, 

Figure 2.2 shows the morphological gradient of an 

image. Once the edge detection has been performed, 

the second step in the segmentation process deals with 

removing false edges. The necessity of this step is 

twofold. Firstly, since edge detectors are very sensitive 

to noise, small spots appear in edge images. This kind of 

artifacts can be seen in Figure 2.2: on the top right-

hand corner the noise has yielded some false edges. 

Hence, the need of an algorithm for removing small 

isolated spots. Secondly, almost all the aforementioned 

techniques yield a gray level image. That is, in edge 

images the estimated magnitude of the gradient is 

represented. Therefore, a threshold must be introduced 

for removing weak gradient points and for obtaining a 

binary edge image. In Figure 1 some weak gradients can 

be seen within the coat of the woman. 

 

 
Figure 1. The original woman image and its 

morphological gradient 

 

The third step of an edge-oriented segmentation 

tries to solve the problem of having wide edges. In 

order to obtain segmentation, contours must be 

represented by one-pixel width edges. Nevertheless, 

the output of the edge detectors is not constrained 

to have such width and, due to the image 

uncertainty, algorithms yield wide edges (this effect 

can also be observed in Figure 2.2). Thus, a thinning 

step is mandatory. In segmentation applications, 

thinning techniques present some problems, e.g.: 

usually, they do not take into account the original 

image but just edge images; after thinning, the 

connectivity of edges may change. Thus, 

conventional thinning algorithms cannot be used. A 

review of more suitable thinning techniques for this 

application can be found in [34], The last step of an 

edge-oriented segmentation creates a partition of 

the image from its edge map. This procedure is 

usually refereed as gap filling, edge linking or 

boundary detection. It can be carried out just taking 

into account the information contained in the edge 

map or combining this information with that of the 

original image. Anyway, it has to be noticed that 

whereas the first three steps are mainly filtering and 

therefore simple, low-level operations, this last step 

requires the use of some heuristics or assumptions 

on the kind of boundaries that are wanted. Among 

these techniques there exist different classes: 

Volume%203,%20Issue%203%20|%20March-April-2018%20
http://www.ijsrcseit.com/


Volume 3, Issue 3 | March-April-2018  |   http:// ijsrcseit.com  

 

S. Siva Jyothi  et al. Int J S Res CSE & IT. 2018 Mar-Apr;3(3) : 2006-2019 

 
2009 

boundary refining, the Hough Transform, graph 

searching, dynamic programming and contour 

following. A more extensive review of such 

techniques can be found in [6,17,35].The above four 

steps are grouped in only two by some authors 

[6,31]. That is done by taking edge detection, 

thresholding and thinning as a single procedure. In 

this way, edge-oriented segmentations are split into 

a low-level and a high-level stage. The more 

sophisticate the edge detection, the simpler the 

boundary detection can be. Edge-oriented 

segmentations are not simple to use (note that each 

step in the process presents problems, as well as 

their concatenation) and, moreover, they do not 

achieve high performance.  In an image, texture 

is one of the visual characteristics that identify a 

segment as belonging to a certain class. We 

recognize many parts of the image by texture. If the 

texture belongs to a class that has a particular 

physical interpretation such as grass, hair, water or 

sand, then it may be regarded as ”natural” texture. 

On the other hand a texture may belong to a class 

identified by artificial visual characteristics that 

have a concise mathematical interpretation.  

 

A complete definition of texture has been elusive as 

there does not exist an all encompassing 

mathematical model of texture .However from a 

human perspective we may conjecture that texture 

is a quality that distinguishes regularity in the visual 

appearance of local detail [60,61,62].  Texture has 

been an active area for research of computer vision 

for over Two decades. There are several areas like 

petrography, metallographic, and lumber processing, 

which make extensive use of textural features such 

as grain shapes, size, and distribution for 

recognizing and analyzing specimens. Texture is 

very important in quality control since many 

inspection decisions are based on the appearance of 

the texture of the material. There are many 

different kinds of textures, and these have been 

classified in the form of taxonomy. Texture is the 

term used to characterize the surface of a given 

object or phenomenon and is undoubtedly one of 

the main features used in image processing, pattern 

recognition and multispectral scanner images 

obtained from aircraft or satellite platforms to 

microscopic images of cell cultures or tissue samples. 

Texture also plays an important role in human 

visual perception, medical image processing, and 

provides information for recognition and 

interpretation. That’s why research on texture 

analysis has received considerable attention in 

recent years. An important approach to region 

description is to quantify its texture content. 

Although no formal definition of texture exists, 

intuitively this descriptor provides measures of 

properties such as smoothness, coarseness, and 

regularity. Julesz’s [63] classic approach for 

determining if two textures were alike was to 

embed one texture in the other. If the embedded 

patch of texture visually stood out from the 

surrounding texture then the two textures were 

deemed to be dissimilar. The comparisons relied 

solely on pre-attentive human visual perception, 

where the subjects were only given a brief time to 

view the texture [64].Julesz found that texture with 

similar first order statistics, but different second-

order statistics, were easily discriminated. However 

Julesz could not find any textures with the same 

first and second order statistics, but different third 

order statistics, that could be discriminated.  

 

This led to the Julesz conjecture that “second-order 

textures are indistinguishable “. This was further 

substantiated with work on the visual 

discrimination of stochastic texture fields [53]. 

 

However, later caelli, Julesz, and Gilbert [66] did 

produce second-order textures that could be 

discriminated with pre-attentive human visual 

perception .Further work by Julesz [67,54] revealed 

that his original conjecture was wrong. Instead; he 

found that the human visual perception mechanism 

did not necessarily use third –order statistics for the 

discrimination of these second order textures, but 
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rather used the second order statistics of textures he 

called textons. These textons he describes as being 

the fundamentals of texture.  Julesz [67,54] found 

three classes of textons: color, elongated blobs, and 

the terminators (end-points) of these elongated 

blobs. Julesz revised his original conjecture to state 

that, “the human pre-attentive human visual system 

cannot compute statistical parameters higher than 

second order. “He further conjectured that the 

human pre-attentive human visual system actually 

uses only the first order statistics of these textons. 

Since these pre-attentive studies into the human 

visual perception, psychophyical research has 

focused on developing physiologically plausible 

models of  texture discrimination .These models 

involved  determining which measurements of  

textural variations humans are most sensitive to. 

Textons were not found to be the plausible textural 

discriminating measurements as envisaged by Julesz 

[66,55,56].On  the other hand, psychophysical 

research has given  evidence that the  human brain 

does a spatial frequency analysis of the image 

[57,58,59].Therefore a number of  models are now 

based on the responses of orientated filter banks 

[60,61,62,35].Tamura et.al.  [87] and laws[63] 

identified the following properties as playing an 

important  role in describing texture: uniformity, 

density, coarseness, roughness, regularity, linearity, 

directionality, direction, frequency, and phase. 

However these perceived qualities are by no means 

independent. 

III. PROPOSED ARCHITECTURE 

 

Image segmentation is a process that partitions an 

image into its constituent regions or objects. Image 

segmentation plays an important role in Medical 

images, Archeology, Astronomy, Geography, 

Biology, Defense, Law enforcement, problems 

dealing with machine perception. Effective 

segmentation of complex images is one of the most 

difficult tasks in image processing. Various image 

segmentation algorithms have been proposed to 

achieve efficient and accurate results. This project 

explains watershed segmentation. Watershed 

segmentation is a particularly attractive method. The 

major idea of watershed segmentation is based on the 

concept of topographic representation of image 

intensity. But this method has some drawbacks such 

as over segmentation, sensitivity to noise, poor 

detection of significant areas with low contrast 

boundaries and poor detection of thin structures etc. 

To overcome these drawbacks, markers will be used 

on gradient images. Firstly it computes the gradient 

image and secondly markers applied on gradient 

image. This method produced good result over 

conventional methods. The result has been given in 

the following chapters. 

 

The problem of Segmenting Gray scale still images 

has been addressed in this work and proposed new 

methods by generating random field for image 

segmentation and boundary detection for image 

classification. The present work describes image 

segmentation at multiple scales. The detected regions 

are homogeneous and surrounded by closed edge 

boundaries. Segmentations yield texture and 

boundary information. Boundary information 

requires much more effort than texture information. 

The proposed techniques rely on boundary, textured 

and non-textured information for image 

segmentation at multiple scales. The definition of a 

general purpose segmentation technique has been 

revealed as being a rather complicated task. This 

complication is owing to the huge amount of 

different kind of data that a segmentation technique 

may have to handle. Previous approaches to 

multistage segmentation represented an image at 

different scales using a scale space. This work argues 

that the issue of scale selection and structure 

detection can not be treated separately. A new 

concept of scale will be presented that represents 

images structures at different scales, and the image 

itself. This scale is integrated into a non-linear 

transform, which makes structure explicit in the 

transformed domain. Structures that are   stable to 

changes in scale are identified as being perceptually 
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relevant, the transform can be viewed as collecting 

spatially distributed evidence for edges and regions, 

and making it available at contour locations there by 

facilitating integrated detection of edge and regions 

without restrictive models of geometry or 

homogeneity. To tackle the difficult problem of 

image segmentation, researchers have proposed a 

variety of methods. In this thesis three textured 

models have been studied and proposed new 

methods under these models. The main objective of 

is to compare and evaluate statistical feature 

parameters on these four methods. The Novel 

Method described in present study has a potentiality 

to generate new concepts in design of enhanced 

Images .This new algorithm for Image segmentation 

has been implemented using morphological 

transformations. Improvements achieved when using 

novel marker selection method are highlighted. In 

addition to this these methods are also suggested to 

detect and distinguish among objects and regions in 

images, to infer perspective, surface orientation, and 

shape in 3D scenes and as in this chapter to 

distinguish among features of textures. We design a 

Q-matrix is the best and easy method for classifying 

and differentiating the Textures. Therefore we can 

conclude that the Q-matrix is much better than that 

of the remaining matrix methods this can be because 

the method considers all possible neighbors of an 

element at once. Improvements achieved when using 

Q-Matrix are highlighted. 

IV. TECHNIQUE PRELIMINARIES 

 

The proposed method consists of five steps. The first 

step deals with order of placing the weights on a 3x3 

neighborhood. The second step computes the sample 

space by calculating the weights for each 

neighborhood scanning tree and planar graph. The 

third step computes the event of interests for 

segmentation by counting the frequency of 

occurrence of each neighborhood Spanning tree or 

planar graph on 3X3 sample space. Fourth step 

computes the probability of each event under 

constraints of probability. Fifth step computes the 

mean and variance and replace each pixel by 

corresponding variance and choose good threshold 

for segmentation.  

 

In the present chapter the binary Image weights are 

represented by using snake like topology. From this 

the weights of neighborhood spanning trees are 

computed. Neighborhood Spanning trees are form a 

unique combination. Then the frequency of 

occurrence of each neighborhood spanning tree is 

computed. Based on these frequencies, random 

numbers are generated by specifying whether 

neighborhood tree or planar graph is in the mask or 

not. Based on this probability, calculate mean and 

variance by mathematical formulae. Chose good 

threshold method and segment the image. This 

method gives good classification of images. The 

comparisons with hyper graph show that the 

proposed method can give more accurate 

segmentation results in both high and low noise level 

regions while preserving subtle boundary 

information with high accuracy. 

 

Texture analysis plays an important role in human 

vision, computer vision, pattern recognition and 

digital image processing. It is used to detect and 

distinguish among objects and regions in images [78], 

to infer perspective, surface orientation, and shape in 

3D scenes[79,80], to distinguish among features  of 

textures. Present study compares the texture features 

based on Grey Level Run Length matrix (GLRLM), 

Co-occurrence, Neighboring Grey Level Dependence 

Matrix (NGLDM), and the new matrix method called 

The Q-matrix which measures the similarities of grey 

levels. The problem addressed is to determine which 

features optimize classification rate. Such features 

may be used in image segmentation, compression and 

in evaluation of statistical features. Though 

traditional methods are used for evaluating similarity 

measures, but large scale objective comparison has 

not been performed in the past. The main objective is 

to compare and evaluate statistical feature parameters 

on these four methods. Two types of textures are 
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studied. The Experimental results indicate good 

classification for Q-Matrix. One method frequently 

cited in the literature for texture discrimination is 

based on the co-occurrence matrix family [11,81]. 

Which are based on second-order statistics, that is, 

spatial relationships of pairs of grey values of pixels 

in digital texture Images. This prominence of second-

order statistics in current research can be motivated 

by Julesz’s conjecture, that the human eye uses such 

statistics as a discriminator between textures [127]. 

Recently Julesz and Gagolowicz constructed several 

counter-examples to be Julezs conjuncture. However, 

these counter examples consist of artificially 

constructed texture that does not occur naturally. In 

the present study a new method that is similar than 

Q-Matrix has been used and various measures have 

been computed based on this Matrix.  A comparison 

is made among texture features of four methods. The 

present study evaluates the various statistical texture 

features based on Q-matrix. 

 

Although neither structural nor statistical methods 

satisfy this requirement fully, both classes of method, 

particularly statistical methods, have been widely 

accepted over two decades. The four matrix methods 

that we are going to review in that belong to the 

later approaches of texture analysis i.e., the Statistical 

Methods. These approaches are considered to be the 

most powerful method for extracting texture 

information from images ([83,86]). Little theoretical 

evidence has been presented which attempts to 

explain why Statistical approaches of texture analysis 

are intrinsically more powerful than, say, structural 

approaches. However, if empirical evidence is 

considered as a valid measure of algorithm worth, 

then we need to look no further the literature is ripe 

with quantitative comparisons of texture methods 

which conclude in favour of the Statistical 

Approaches of texture analysis. 

 

 

 

 

V. EXPERIMENTAL STUDY 

 

In this chapter, A novel method is proposed and 

named as Q-matrix. Q-matrix is easy to compute 

because the image gray levels will be reduced to 0 to 

8. In the above case Q-matrix has dominated the 

above matrix methods in discriminating the textures.  

Q-matrix is a matrix of grey levels that will have a 

strong influence of neighboring pixels. The above 

four methods are applied to extract texture features 

from the different images of the textures taken. The 

above parameters are evaluated on the output 

matrices for the textures Leather and Betel and are 

listed in the tables. The parameters homogeneity, 

contrast, dissimilarity, angular second moment and 

entropy are evaluated on four matrices for the same 

textures and they are listed in the tables. In the tables 

TLi and TBi indicate Leather Texture and Betel 

Texture with no i respectively. From the tables 

graphs are plotted. However the graphs plotted for 

run length, co-occurrence and Neighboring Grey 

Level Dependence matrices couldn’t discriminate the 

different textures. The graphs Show some of the 

results plotted the features extracted from the image-

texture metrics against the scale values. Although the 

features described the image texture very well at a 

particular parameter, the other parameters did not 

always show good correlation. The present study we 

have proposed a novel method and extract texture 

features from the different images of the textures 

taken. We have applied the above mentioned four 

methods on these images and have successfully tried 

to compare these matrices with each other and have 

found out which among the four is the best and 

identifies the texture descriptors more clearly and 

efficiently.Finally we have detected that the Q-

matrix is the best and easy method for classifying and 

differentiating the Textures. Therefore we can 

conclude that the Q-matrix is much better than that 

of the remaining matrix methods this can be because 

the method considers all possible neighbors of an 

element at once. So the Q-matrix may be the 

preferred method for analyzing the carpet wear and 
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other fabrics by many manufacturing companies in 

future.  

 

The statistical formulation indicates if an image is 

smooth, rustic, granulated, etc. It is based on a set of 

features to represent the characteristics of the texture 

of an image. Those features are contrast, correlation, 

entropy, etc. They are usually derived from 

“measurement of the gray level of the image”, “it 

differentiates from the values of gray” or “co 

occurrence matrix”. The characteristics are selected 

in heuristics form; nevertheless, an image similar to 

the analyzed one cannot be recreated using some 

measurement of the set of features. To overcome 

these limitations structural models have been 

proposed in the next chapter. The structural 

technique, on the other hand, indicates the primitive 

features that exist in the image, such as regularity of 

parallel lines. Some textures can be seen as two- 

dimensional patterns, composed of a set of primitives 

or sub-patterns, which are organized according to a 

certain rule of positioning. The primitives used are 

areas of constant gray level, lines, curves and 

polygons. In the next chapter we have studied 

structural models for image segmentation and 

classification. However Q-matrix has two significant 

weaknesses one is its susceptibility to noise. Second is 

its inability to capture important second order gray 

level transition statistics of the form P(I,j), i<>j. To 

ensure maximal capture of texture information, it is 

clearly an advantage to use several complementary 

texture algorithms which extract both rotation-

variant and rotation-invariant features at multi scales. 

The features performed the poorest when compared 

to structural model based methods. In the next 

chapter for structural models, new morphological 

patterns watershed methods have been studied and 

proposed new method for image segmentations and 

classification.     In this chapter we formulate the 

problem of processing binary random field images by 

means of mathematical morphology. In this chapter 

we employ mathematical morphology in order to 

develop new structural techniques for the processing 

and analysis of random shapes modeled as binary 

random fields. Since, in general, morphological 

transformations of continuous space binary random 

fields are not measurable; we suggest morphological 

operators, thereby effectively implementing our 

problem in the discrete domain. 
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VI. CONCLUSION 

 

The statistical formulation indicates if an image is 

smooth, rustic, granulated, etc. [63]. It is based on a 

set of features to represent the characteristics of the 

texture of an image. Those features are contrast, 

correlation, entropy, etc. They are usually derived 

from measurement of the gray level of the image; it 

differentiates from the values of gray or co 

occurrence matrix [64]. The characteristics are 

selected in heuristics form; nevertheless, an image 

similar to the analyzed one cannot be recreated using 

some measurement of the set of features. The 

structural technique, on the other hand, indicates the 

primitive features that exist in the image, such as 

regularity of parallel lines. Some textures can be seen 

as two- dimensional patterns, composed of a set of 

primitives or sub-patterns, which are organized 
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according to a certain rule of positioning. Textures 

like brick walls and mosaics; the primitives used are 

areas of constant gray level, lines, curves and 

polygons. The correct identification of those 

primitives is quite difficult. However, if the textures 

primitives are identified completely, then it is 

possible to recreate the texture from the primitives. 

A work using a structural model is indicated in 

[59,60]. The stochastic technique is based on the 

energy properties and it is used mainly to detect 

global regularity in an image, indicating small peaks 

of high energy in its spectrum [61]. A texture is 

assumed to be the realization of a stochastic process, 

which is governed by some parameters. The analysis 

is executed, defining a model and considering the 

parameters. This way, the stochastic processes can be 

reproduced from the model and associated to the 

parameters. The estimation of the parameters can 

serve to classify and to segment textures. This type of 

model offers a good possibility to recreate realistic 

examples of natural textures. The next chapter 

describes the statistical model based methods and 

compares the texture features based on Grey Level 

Run Length matrix (GLRLM), Co-occurrence, 

Neighboring Grey Level Dependence Matrix 

(NGLDM), and the new matrix method called The 

Q-matrix which measures the similarities of grey 

levels. The problem addressed is to determine which 

features optimize classification rate. Such features 

may be used in image segmentation, classification 

and in evaluation of statistical features. 

Improvements achieved when using Q-matrix 

method are highlighted. In addition, their main 

drawbacks are pointed out. 
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