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ABSTRACT 
 

Linear Regression is one the most common algorithm for prediction of continuous response variables. But the 

accuracy with the prediction is less because of the multi collinearity effects involved in the model. In the case 

study presented a dataset on predicting the roughness of a rapid prototype is done using multi linear 

regression model building. The accuracy of the prediction is increased by removing the effects of multi 

collinearity from the model.  
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I. INTRODUCTION 

 

Machine learning is one of the fastest growing 

interdisciplinary areas of Engineering, with wide 

range of applications. The project aims to introduce 

machine learning, and the algorithmic paradigms it 

offers, in a principled way. It is one of the technique 

from which computers can learn from input 

available to them. The algorithm learns by the input 

data we are giving which inturn represents an 

experience on a particular task. The learning depends 

majorly of the data we have collected. We are trying 

to study particular pattern a data is exhibiting. So the 

data collection has to be genuine. 

 

 

MULTIPLE LINEAR REGRESSION IN MACHINE 

LEARNING: 

 

Regrssion problems are an important category of 

problems in analytics in which the response variable 

(Y) takes a continuous  value. Multiple linear 

regression means linear in regression parameters 

(beta values). The following is the  examples of 

multiple linear regression: 

 

Y = β0+β1X1+β2X2+………..+βkXK 

 

Ordinary Least Squares Estimation for Multiple 

Linear Regression 

 

The assumptions that are made in multiple linear 

regression model are as follows: 

 

  The regression model is linear in parameter. 

  The explanatory variable, X, is assumed to be 

non-stochastic (that is, X is deterministic). 

  The conditional expected value of the 

residuals, E(i|Xi), is zero. 

  In a time series data, residuals are 

uncorrelated, that is, Cov(i, j) = 0 for all i  

j. 
 The residuals, i, follow a normal 

distribution. 

 The variance of the residuals, Var(i|Xi), is 

constant for all values of Xi. When the 

variance of the residuals is constant for 

different values of Xi, it is called 

homoscedasticity.  A non-constant variance 

of residuals is called heteroscedasticity. 

 There is no high correlation between 

independent variables in the model (called 

multi-collinearity).  Multi-collinearity can 

destabilize the model and can result in 

incorrect estimation of the regression 

parameters. 
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The regression coefficients  β is given by 

YXX)(Xβ
T1T 



  
The estimated values of response variable are 

YXX)X(XβXY
T1T 



  
In above Eq. the predicted value of dependent 

variable    is a linear function of Yi.  Equation can be 

written as follows: 
T1T

XX)X(XH
  

is called the hat matrix, also known as the influence 

matrix, since it describes the influence of each 

observation on the predicted values of response 

variable 

   

Framework for building multiple linear regression 

(MLR). 

 
 

II. Experiment  

 

Model Building: 

The variables available for the evaluation of „Roughn

ess‟ are „layer_height‟, 

'wall_thickness','infill_density','infill_pattern','nozzl

e_temperature‟,„bed_temperature‟,„print_speed‟,„mate

rial‟,‟fan_speed‟ 

A total of 50 observations were recorded. 
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III. Conclusion 

 

The most significant factors after removing multi-

collinearity are “Layer_height”. The model has an R-

Square value of 0.715. The model also satisfies the 

normality condition. 
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