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ABSTRACT 

 

Online Social media generates lot of information now-a-days. It is not legitimate information so there are the 

chances of fake and false information produced using social media. It is very alarming that majority of the 

people getting news from social media which is very much prone to false information in comparison to 

traditional news media which is very dangerous to the society. One of the primary reasons to influence opinion 

through false information is to earn money, name or fame. In this study, the focus is on to highlight false 

information generated through fake reviews, fake news and hoaxes based on web & social media. It summarized 

various False information spreading Mechanisms, False Information Detection Algorithms, Mining Techniques 

for Online False Information to detect and prevent false online information. 
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I. INTRODUCTION 

 

Internet is a wide source of information. An 

information is legitimate or not, it is not always easy 

to predict. Although some of the sources are 

legitimate sources that may belong to public, public 

limited, private limited or even private concerns. But 

the online private sources of information cannot be 

easily predicted whether they provide true 

information. It means to say that they may or may 

not be trustworthy. Now-a-days mechanics of 

Internet is totally changed. In later period, Internet 

was used by majority of users as a consumer and vary 

few were the producers which means to say that 

majority of the users get information or required 

available tools through the usage of the Internet but 

today’s percentage of the category of producers 

(providing online information, services and other 

tools etc.) is increased many fold. Now-a-days, it is to 

be decided by the users whether Internet is Boon or 

Bane. It depends upon the usage whether it is used 

properly or excessively. 

Now-a-days, Internet is a catalytic tool of opinion 

building as millions of tons of information spread to 

millions of user in minutes. Opinions of the Internet 

users is very important from different aspects 

whether these are political, social, religious or 

business etc. Right information leads to good results 

or say good opinions of the users but opinions made 

through false information [1,2]may lead to disastrous 

results. It is very alarming that majority of the people 

getting news from social media which is very much 

prone to false information in comparison to 

traditional news media [3,5] which is very dangerous 

to the society. One of the primary reasons to 

influence opinion through false information is to 

earn money, name or fame. In this study, the focus is 

on fake reviews, fake news and hoaxes based on web 

and social media. 

 

False information spreading Mechanisms 

False information is generated either intentionally or 

unintentionally but leads to negative influences. False 

information leads to fictitious positive sentiments. 
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Large scale fake and false information is generated 

through bots and sock puppets[4,6,7] by way of fake 

accounts. The basic purpose of such false information 

is to create illusion of public consensus. Bots can use 

Tweeter to retweet in bulks and following to each 

other to influence the opinion. Similarly Sockpuppets 

acts through online discussions and influence the 

opinion and disagree with those community 

members who opposes. These bots [8,19] and 

sockpuppets performances as bad actors. The humans 

are the poor judges when we talk about false 

information as the metric to find the authenticity is 

not versatile, it is mainly judgement basis. The false 

information is tried to present as true information by 

the bad actors on the basis of some aspects such as  

 

• By presenting as well-referenced 

• Same false contents through multiple channels 

• Same false contents by multiple times 

• By way of well-written presentation 

• Lack of education of information consumers 

• Confirmation biases of information consumers 

False information can be categorized on the basis of 

Intent of the author, Knowledge (opinion based or 

fact based), the main actors’ role is played in 

spreading false information by using social media is 

through the following mechanism: 

 

(i) Tweets and retweets 

(ii) Likes 

(iii) Shares (information shares online) 

(iv) Comments 

(v) Subscribe to get more and more false 

information 

(vi) Rating 

(vii) Referencing 

(viii) Spreading behavior 

(ix) Short bursts of false information in groups 

(x) Blogs 

(xi) Articles 

(xii) Self-motive advertisements 

(xiii) Information propagation by using artificial 

intelligence in posting patterns 

 

II. LITERATURE REVIEW 

 

Some studies are contributed here that are part of the 

literature review. Researchers have considered 

various aspects to analyze the false information. The 

analysis made by different researchers is categorized 

as stylistic analysis [9], sentiment analysis [10], venue 

based analysis [11], Text size based analysis, 

psycholinguistic analysis [12], deceptive opinion 

spam index [13], Temporal characteristics based 

research aspects of false information are made by 

some of the researchers which are based on the 

timestamping like Inter-arrival times of successive 

reviews [Shah et al. [14], Hooi et al. [15], and Ye et al. 

[16], many fraudulent check-ins/reviews [17], 

repeatedly post[18], group structure based reviews 

[Mukherjee et al. [19]. 

 

Group structure-based reviews: The review analysis is 

based on the ratio of number of reviews made for 

number of at least m common products to the total 

number of reviews for an associated product. 

Fraudster groups of large group size and having 

higher support count fundamentally leads to false 

information. Text size-based analysis: Short text 

based opinions tends to false information basically, 

having chances of more extreme values like (opinion 

on point scale 1-5) e.g. 1 or 5 or near to extreme 

values. Fake news based false information detection 

parameters are also suggested by the researchers. Like 

it is general opinion that fake new have longer title , 

more proper nouns, lesser number of stopwords, 

more capitalized and catchy words, less explained 

information, satire news[20]. 

 

Propagation characteristics leads to opinion 

influencing. The study by [Gupta:32-22] revealed 

that only 30 users contributed about 90% of the 
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retweets made in context of fake images. These were 

made during hurricane Sandy through Twitter. 

Another study made by [21] revealed that 1.3 million 

rumor tweets as well. That study is also related to the 

study made by [22]. False information propagated 

through cascade. Through cascades [23], false 

information is shared and shared on Facebook and 

other social platforms. False information is basically 

spreads at greater depth comparative to the actual or 

real news. Bot accounts propagated false information 

using follower-followee network of Twitter and this 

propagation steadily increased by way of 

rebroadcasting network. 

 

Spam reviews: Although it is not the subject of all to 

identify reviews whether these are spam reviews 

leading to false information or non-spam reviews. 

Following are some indicators of spam reviews 

identified by researchers: 

 

• Strange patterns 

• Strange language 

• Strange timing 

• Strange numbers 

• Strange facts 

• Obvious threats 

• Obvious guidelines violations 

 

Following table shows the statistics of local consumer 

review survey made by BrightLocal. It highlights the 

consumers’ behavior and opinion towards consumers 

reviews. 

 

Table 1: Key Statistics of Local Consumer Review Survey [32] 

 

 
 

 

Variety of topics shared on social media and there is 

lot of stuff that have false information as tweets, 

reviews, shares, comments etc. Following figure-1 

shows trends of fake news and tweets demonstrated 

by Vosoughi et al.’ in their research. 

 
 Figure 1 : Fake stories Tweet trends [28] 
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1. False Information Detection Algorithms 

 

Although false information detection is a tedious 

and probabilistically true task but various methods 

and algorithms are devisee by researchers from 

time to time. These methods and algorithms are 

implemented or to be implemented based upon 

various contexts of false information retrievals. 

The false information retrievals are based on 

various characteristics Textual characteristics, 

User characteristics, Network characteristics, 

Propagation characteristics [24] and Debunking 

characteristics. These categories of characteristics 

encompasses false blogs, fake news, false cascades, 

hoaxes, and rumors etc.  

 

The broad categories of algorithms for false 

information detection are mainly Feature 

engineering [25,29], modeling and graph based. 

Efficient features are developed and used for false 

information detection in In Feature engineering 

algorithms. These features may be individual or 

joint features. Graph-based algorithms [27,30] are 

based on the study of information spreaded on the 

basis of certain story and then use of botnet 

retweets in near identical time. The type of 

algorithms are known as modeling-based 

algorithms [26,28]that is bases on empirical 

observation of edges to create information 

propagation models. Its outcome also pinpoint 

that the detected information is really false 

information or there are anomalies in false 

information detection so that these anomalies can 

be eliminated. 

 

Following tables highlights research made by 

researchers through the use of different categories 

of algorithms for false information detection. 

 

 

 

Table 2 : Category of Algorithms and Associated 

detection algorithms Models 

 

Sr.No. Category of 

Algorithms  

Some Associated 

detection 

algorithms Models 

1 Feature-

based 

Sparse Additive 

Generative Model 

(SAGE) , SVM 

classifiers  

Three-class 

classification 

2 Graph-based Edge distributions,  

Dense block 

detection,  

Co-clustering, A 

priori algorithm 

3 Modeling-

based 

Using Feature based 

and Modeling based 

models:- 

Time series analysis,  

Multidimensional 

Time Series, 

Correlation, 

 Co-clustering 

 

2. Mining Techniques for Online False 

Information  

Data mining is the process to generate new 

information which is useful for some inferences 

that are used in decision making by various types 

of organizations. As our study is related to false 

information detection because it adversely 

influence the opinions of online information 

consumers which are made on the basis of fake 

news, fake tweets, fake information sharing 

through social sites etc. Data mining techniques 

are able to extrapolate patterns and generate new 

knowledge that is useful for decision making. 

Although statistical techniques and machine 

learning are also useful for most of such cases. 
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Various data mining techniques that can be used 

for detection of false online information made 

through web and social media are summarized 

below: 

 

 1. Tracking patterns. By the use of learning online 

patterns of information, inferences can be taken 

outcome as false or true information. 

2. Classification: Classification techniques of data 

mining can be used for classifying the information 

(false or not) on the basis of defined features or 

patterns although this technique is more complex. 

Classification can be made on the basis of history 

of tweets, reviews, retweets, background of 

tweeters, information producers etc. 

3. Association. Association technique can be 

applied by using the specific events of correlation 

about different patterns, reviews and other 

attributes of information available.  

4. Outlier detection. Outliers may be the 

anomalies. Assume that some reviews or tweets 

are flooded over social sites to make opinion at a 

particular time period that can be false 

information which can be used for influencing 

opinion. 

5. Clustering. Clustering is techniques that can be 

used generate clusters on the basis of various 

factors/features of opinion building. 

6. Regression. Regression technique can be used 

for planning and modeling purpose. As regression 

leads to set up relationship on the basis of 

dependency so various features of considered 

online information can used to determine 

whether the information is false or not. 

7. Prediction. Prediction technique of data mining 

is helpful to permit about the false information on 

the basis of historical trends of reviews, tweets 

that can be associated with time period like 

election days in a country.  

 

 

 

III. CONCLUSION 

 

Information generated using social media is 

increased many fold. The information is legitimate 

or not leads to false information. Various motives 

are there for generating false information like 

social, political, business that are attempted to 

fulfil by way of malicious resources like manual or 

electronic tweets, reviews, flooding information 

on social sites in the form of text, images, audio or 

video on Facebook, LinkedIn etc. sites. In this 

study, various resources of false information along 

with social media mechanisms of false information 

are presented. Various algorithms are highlighted 

in Literature Review section that are proposed by 

researchers for finding the false information 

flooded online but there is no specific algorithm, 

technique or model cannot be implemented 

because flooding of information resources are of 

different types and of different patterns. There are 

open avenues to research based on various areas 

like feature engineering, machine learning, data 

mining, big data analysis, natural processing etc. 

to detect and prevent false online information. 
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