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ABSTRACT 

 

Human voice is basically sound which is made by humans from their vocal tracts. Voice is made of different 

constituents and has various characteristics such as frequency, amplitude etc. These characteristics are produced 

by combination of vocal folds and articulations.  This paper reflects development of a system using these 

characteristics which altogether are called acoustic parameters to detect the gender of the speaker. We have 

used four models to classify the genders namely CART, XGBoost, SVM and Random Forest. An ensemble of all 

the models is also used to make the entire system more accurate. This system can be used as a building block for 

many other softwares where it will take the first step to extract the acoustic parameters and detect the gender 

of the speaker. 
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I. INTRODUCTION 

 

In today’s era it’s not wrong to say that human 

existence is majorly dependent on computers. The 

need of better communication with machines in a 

natural way has emerged and led to evolution of 

interactive systems. One of them is voice interactive 

systems [1]. 

 

Human voice is easily differentiable by human ears 

[2]. The speaking mechanism can be divided in parts 

where the lung gives the air pressure which helps the 

vocal folds to vibrate, vocal folds use larynx muscle to 

adjust the pitch and tone [3]. 

 

This combination of modulations and articulations is 

the trait which distinguishes human voice being a 

female voice or a male voice. An adult male usually 

have lower pitched voice and larger vocal folds 

whereas female tend to have high pitched voice and 

smaller vocal folds. 

 

Now if we expect a computer to distinguish between 

a male voice and a female voice it may seem little 

difficult. This can be done by extracting certain 

features from a voice sample. Determining a male or a 

female voice requires more than a basic measurement 

of frequency. 

 

In our system we are using a package named 

‘WarbleR’ [4] which is available in R language. This 

package uses a function named ‘Specan’ and processes 

the voice sample (.WAV format). The specan 

function measures 22 acoustic parameters on the 

voice samples from start till the end.  
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II. EXTRACTED PARAMETERS 

 

From each voice sample the system extracts 22 

acoustic properties [5]. With these properties it’s easy 

to detect little variations and modulations that are 

generally present in human voices. It may be high 

pitched, low pitched, quasi-periodic pulses of air, 

unvoiced sounds of consonants and more.  

 

Following are the properties which are extracted and 

used in distinguishing a female and a male voice: 

 

1. Duration: it is the entire length of voice sample 

or the signal. 

2. Meanfreq: it is the mean frequency of the voice 

sample. The highest point in the sample is 

considered as  the mean frequency. It is 

calculated in kHz. 

3. Sd: it is the standard deviation of the frequency. 

4. Median: it is the median frequency where the 

intensities of the signals are added and 

cumulative intensity is selected. 

5. Q25: first quartile frequency. The frequency at 

which the signal is divided in two frequency 

intervals of 25% and 75% energy respectively 

(in kHz). 

6. Q75: third quartile frequency. The frequency at 

which the signal is divided in two frequency 

intervals of 75% and 25% energy respectively 

(in kHz). 

7. IQR: this is the interquartile frequency range. It 

ranges between q25 and q75. 

8. Skewness: it is the degree of distortion from the 

normal distribution. It can be negative, positive, 

zero or undefined. 

9. Kurtosis: it is the measure of tails of a frequency 

which is compared to normal distribution. 

10. Spectral entropy: it is the energy distribution of 

the frequencies and its spectrum. 

11. Sfm: it is the spectral flatness. It measures the 

noisiness of the voice sample. 

12. Mode: it is the mode of the voice sample and 

frequencies. 

13. Centroid: the central frequency. 

14. Peakf: this is the peak frequency. It measures 

the highest frequency. 

15. Meanfun: it is the average of fundamental 

frequency measured across the acoustic signal. 

  

16. Minfun: it is the minimum fundamental 

frequency measured across the acoustic signal. 

17. Maxfun: it is the maximum fundamental 

frequency measured across the acoustic signal. 

18. Meandom: it is the average of dominant 

frequency measured across the acoustic signal. 

19. Mindom: it is the minimum frequency 

measured of the dominant part of acoustic 

signals. 

20. Maxdom:it is the maximum frequency 

measured of the dominant part of acoustic 

signals.  

21. Dfrange: it is the dominant range of frequency 

measured in the acoustic signal. 

22. Modindex: this is the modulation index. It is 

calculated as the absolute difference between 

major frequencies and adjacent measurements. 

 
 

III. CORRELATION BETWEEN FEATURES 

  

Before applying even the most simplest of machine 

learning algorithms [6], one must work on 

identifying the various correlations between the 

features [7] on which these ML algorithms will work 

on. In our case, we have close to 21 acoustic 

parameters, understanding their correlations becomes 

a crucial and time consuming task. We opted to do 

this task on python and simple Pearson Correlation [8] 

graph was made (Figire 1.) 

  

 

 

 

http://www.ijsrcseit.com/


Volume 5, Issue 2, March-April -2019 | http://ijsrcseit.com  

 

Shantanu Singh  et al Int J Sci Res CSE & IT. March-April-2019 ; 5(2) : 746-753 

 748 

Pearson Correlation ranges from -1 to 1  

 
 

Figure 1. Pearson correlation of features 

 

And it indicates the extent to which two given 

features are correlated to each other. A value less 

than 0 indicates that the two features are negatively 

linearly related. A value of 0 indicates that the two 

features have no correlation whatsoever. While, a 

value greater than 0, indicates that the two features 

are heavily related as the value increases from 0 to 1. 

Pearson Correlation is calculated via the following 

formula. Here, X and Y are the features being 

compared. 

 

 
  

One can deduct from the above graph that mean 

fundamental frequency, minimum and maximum 

frequency, and IQR are some of the most important 

features for out project.  

 

Probably, mean fundamental frequency [9] is a very 

important feature as the following graph (Figure 2) 

shows how male and female classes differ w.r.t mean 

fundamental frequency. 
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Figure 2 

 

To go a step further, we created scatter plots [10] of 

the data w.r.t the different features in order to come 

close to the solutions. 

 

 
Figure 3. Scatter plot 

 

We can see, some features are accurate in separating 

the male and female classes while some are unable to 

do this. Hence, fine tuning is required, and the first 

step that must be done is to employ logistic regression 

[11] analysis to single out the features which work 

together the best way possible. 

 

IV. IMPLEMENTATION 

 

Baseline Model 

To partake whether a given ML algorithm is working 

better or achieving said results than a non-ML based 

approach, a baseline model can be used in such cases. 

The baseline model [12] used in our case responds 

only to male for the given voice. It does not take into 

account the acoustic parameters. This baseline model 

will give us an accuracy of 50% over both training 

and testing model.  

 

 

Logistic Regression Analysis 

After this, we tried to take a deeper look at the data 

available to us. We have around 21 acoustic 

parameters, and to find out parameters with the most 

significance, a technique known as full logistic 

regression analysis was applied on the given set of 

parameters. Our analysis helped us to find out that 

around 15 out of the 21 acoustic parameters were of 

statistical significance. This helped us ensure that our 

model can work with minimal of parameters and not 

face problems such as overfitting problems. 

 

A logistic regression model from the above analysis 

gives us an accuracy of around 72% on the training 

set. On the test set, it gives us an accuracy of around 

71%. Clearly, it’s an improvement over the baseline 

algorithm and so we can infer that the ML algorithms 

being applied are working as it should. 

 

CART 

We move on to the next model which is 

Classification and Regression Tree [13] or in short, 

known as CART. After identifying the properties 

with the most significance, a CART model is easier to 

apply as we are aware of the decision parameters that 
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one needs to take into play in order for the model to 

work upon.  

 

The figure below gives an example of the same. 

 

  

 
Figure 4. CART Model 

 

As we can tell from the above CART model, the 

mode frequency acts as the root node for out CART 

model. It then moves on to various values of mode 

and then minimum fundamental frequency, to Q25 

and so on until skew. This model gave us an accuracy 

of around 80% on the training set and 79% on the 

test set. This has been a bigger boost from the 

previous logistic regression and the improvement of 

this CART model could be applied to our Random 

Forest model, which we plan to use in our project. 

 

Random Forest 

Random Forest [14], being similar to the previously 

applied CART model is of great use to us. We plan to 

use Random Forest [15] in our project based on its 

improved accuracy and ease of use through simple 

modules in R.  

After applying it on our given dataset, it freely gives 

an accuracy of about 100% on the training set and 

around 88% on the test set. This is again a jump in 

the improvement of the accuracy of our model. 

 

Support Vector Machine 

Next step in our application of algorithm was to try 

Support Vector Machine [16], also known as SVM. It 

has to be tuned to best value of gamma and the cost 

in order for it to work. Hence, this model took the 

most amount of tuning from its inception to the final 

version of the SVM which was useful in our project. 

 

To begin with, SVM [17] model was initially made to 

work on the basic acoustic parameters and simple 

plot of the obtained SVM model’s error rate was then 

plotted. As seen below, shades of blue which are the 

lightest are the areas where the error rate are the 

highest and are of no use to us. While, shades of blue 

which are the darkest indicate the lowest error rates 

and thus are of good to our model. We will tune the 

model keeping this in mind.  

 

 
Figure 5. Performance of SVM (I) 

 

In our first pass, we obtain a cost of around 1.0 and 

gamma value of 0.20. We apply some fine tuning on 

the model and the next pass gives us a cost of 4 and 

gamma of 0.20, as shown in the diagram below. 
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Figure 6. Performance of SVM (II) 

 

We continue this task, after 3-4 passes of fine tuning 

on the SVM model, we reach on our final model. 

 
Figure 7. Performance of SVM (III) 

 

It gives us an accuracy of around 97% on the training 

set and gives us an accuracy of 86% on the test set. 

 

We can see this accuracy is only a bit lesser than the 

Random Forest model we have applied, hence one 

might assume that the model is not of use. But, since 

we are planning to use a combination of models 

known as Stacked/Ensemble, we could use the output 

of SVM as one of the inputs in the SVM. 

 

XGBoost 

XGBoost [18] algorithm could be easily applied on R 

using a very simple module. Hence we plan to use 

XGBoost [19] as one of the models in our 

Stacked/Ensemble model. It’s an Extreme Gradient 

Boosting Algorithm and we plan to use it because of 

its efficiency, accuracy and feasibility. It has been 

discussed above in detail. 

 

We’ve been able to achieve 100% accuracy on the 

training set and around 88% accuracy on the test set. 

This comes out to be the highest accuracy from all 

our models we’ve tested so far. 

 

Stacked/Ensemble 

We have tried an array of models in the above test 

cases and found out that the maximum accuracy on 

the test dataset that could be achieved is around only 

88% (through a lot of fine tuning in some models 

though). To tackle this problem, we use a 

Stacked/Ensemble [20], i.e. to combine models 

together in order to boost the accuracy of the newly 

created stacked model. 

 

In our project we have decided to work with SVM, 

Random Forest and XGBoost for the Ensemble model. 

Also, since each different model will give its own 

classification from the two classes, either male or 

female, we plan to take the output and feed this again 

into a Random Forest to again boost the final 

classification. The final Random Forest will help the 

ensemble to consider, which of the 3 models is to be 

given more weight. 

 

Hence, the stacked/ensemble model gives us an 

accuracy of 89% on the test set. 

 

The figure below gives an accurate architecture of the 

final model  
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Figure 8. Stacked Model 

  

V. CONCLUSION 

 

We can conclude that our stacked model which uses 

the combination of SVM, Random Forest and 

XGBoost gives us an accuracy of 89% to classify the 

given voice as male or female. Further improvements 

applied to the model were simple clocking the 

analysed frequency between 0 Hz-280 Hz which is 

the human vocal range [21]. This in turn helped in 

boosting the accuracy of the models. Further 

improvements in the model could be the 

introduction of noise filters to properly clean out the 

noise from the voice samples. Also, to create a 

powerful model, introduction of more voice samples 

in the training of the model could be a tremendous 

way to improve the accuracy. Currently, we use 

around 3000 voice samples, but voice samples in the 

range of say 20000 to 30000 would help us to create a 

model which is near perfect, given enough diversity 

is present. Hence, we can say that our model can act 

as a small stepping stone in a large series of projects 

in the future. 
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