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ABSTRACT 

 

Depression is a common and serious medical illness which affects the way how we think, feel and act. Although 

harmless in its initial stages, it can cause serious problems if detected at a later stage. Due to advancements in 

technology, it is now possible to detect signs of depression. Different implementation of machine learning 

algorithms has been worked upon to detect factors causing depression. It is found that speech of a person is 

dramatically affected and various vocal features are used to classify depression. 

Keyword: Teager Energy Operator (TEO), Hamilton Depression Rating Scale (HAM-D), Major Depression 

Disorder (MDD), Support Vector Machine (SVM), Low-Level Descriptors (LLD), Gaussian Mixture Model 

(GMM), minimalredundancy-maximal relevance (mRMR), Sequential Forward Floating Selection (SFFS), 

Principal Component Analysis (PCA). 

 

I. INTRODUCTION 

 

Mental health issue is a common problem nowadays. 

Major Depression Disorder (MDD) and anxiety 

disorder are the most frequent [1]. It is seen quite a 

lot by observing the present state of an individual, 

inability to concentrate, lack of interest (low mood) 

which are the primary but severity of depression may 

lead to headaches, suicidal attempts which causes 

exponential rise the number of death toll.  

 

Correspondingly it was found that depression is 

increasing in adolescents (i.e those aged 13-20 years). 

Therefore, prior detection of depression is of primary 

importance [5]. It is found that depression has an 

impact on the vocal characteristics which reflect the 

throughput of qualities like pitch, speech rate, 

hoarseness, energy [6], also flat speech and elongated 

pauses [10]. With recent development in machine 

learning and better sensing technology, many 

attempts have been made to automate depression 

detection using the vocal features [15]. There have 

also been approach to detect depression using the 

facial expression geometry along with speech analysis 

[18]. Hence an automated computer tool can be very 

useful for therapists and doctors for treating patients 

suffering from clinical depression [20]. 

 

II. LITERATURE REVIEW 

 

A constant research is going on to remove the 

ongoing questionnaire method of detecting 

depression in presence of psychiatric doctor and 

automate by analyzing speech, detecting depression. 

It has been found that there are acoustic features that 

are glottal, prosodic, cepstral, spectral and Teager 

Energy Operator (TEO) based which are being 

divided among two broad category perceptual 

(include prosodic, spectral, glottal and cepstral) and 

physiological (include TEO).  

 

All the related works have followed a common 

system architecture to classify the depressed patients. 

The architecture follows 5 steps for classification: 
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1. Database of Subject’s speech- It involves the 

acquisition of speech samples of depressed and 

control patients and forming a database of it. 

2. Pre-Processing- This stage includes the removal 

of noise from the audio files and separating the 

patient’s audio from doctor’s for analysis and 

feature extraction. 

3. Feature Extraction- This stage includes the 

extraction of different features from the speech 

by using various feature extraction tools and 

identifying the features that are necessary for 

characterizing depression. 

4. Classification Model- The features that are 

extracted are then used to train the 

classification model where different machine 

learning techniques are implemented to train 

the model. 

5. Decision- The trained model is then used to 

classify the patients between depressed and 

healthy. 

 

 
Figure 1. Process flow. 

 

Machine language and sensor data are used for 

monitoring mental disorders like depression, anxiety 

and bipolar disorders. The World Mental Health 

Survey Consortium states that there are more mental 

health patients in developed countries as compared to 

less- developed ones but treatment need is largely 

unmet in the latter [1]. Data was collected in Nigeria 

to investigate the simultaneous identification of 

depression and co-occurring physical illness using a 

multi-dimensional Bayesian network classification 

(MBC) approach  

 
                 Figure 2. Framework for the study [3]  

 

An experiment was conducted on high-risk (suicidal) 

patients, major depressed and non-depressed where 

two excitation-based speech parameters, namely 

vocal jitter and glottal flow spectrum. Vocal jitter is a 

method of frequency instability and glottal flow 

spectrum tells us about the air flow and how it 

changes the spectrum [4].  

 

Rachelle Horwitz et al.[6]suggested an “on body” 

system to monitor MDD and evaluate its treatment. 

The database they used includes telephonic 

conversations collected from patients during office 

visits. The study uses 17-item Hamilton Depression 

Rating Scale (HAM-D) to rate the severity of the 

depression of the patient. [6] 

 

Sharifa Alghowinem et al. [7] used a hypothesis that 

classification of clinical depression is obtained better 

by spontaneous speech rather than read speech. They 

used Support Vector Machine (SVM) and Leave-one-

out cross-validation scheme for the same. An open 

source software named “openSMILE” to extract 

several Low-Level Descriptors (LLD) which can be 

calculated frame -by frame. It was concluded that 

SVM produced a better classification and hence the 

overall recognition rate of spontaneous speech was 

higher than that of read speech.  

http://www.ijsrcseit.com/
http://www.ijsrcseit.com/


Volume 5, Issue 2, March-April -2019 | http://ijsrcseit.com  

 

Aastik Malviya et al Int J Sci Res CSE & IT. March-April-2019 ; 5(2) : 712-716 

 714 

Lu-Shih Alex Low et al. [5] proposed a system where 

they used two different machine learning techniques 

i.e. Gaussian Mixture Model (GMM) and Support 

Vector Machine (SVM) to extract acoustic features of 

adolescent patients which was then modelled in to 

two different classes of depressed and control class. 

The feature extraction was performed on the voice 

database provided by Oregon Research Institute 

which consisted of audio recordings of 139 

adolescents. A total of 14 acoustic features were 

identified to clearly characterize the differences in 

speech of depressed and control patients. A number 

of experiments were conducted while combining 

different features and machine learning techniques 

on male and female patients where average 

classification accuracy of male is 83% while female is 

75%. 

 

Zhenyu Liu et al.[19] proposed a system with main 

objective of finding out a set of speech features which 

will be helpful to differentiate people those who are 

depressed through comparative analysis by feature 

selection method and get the top k features, for 

feature selection they used classify them into filters, 

wrappers and embedded solutions, the method of 

selecting the features is of two stage combining the 

minimal-redundancy-maximal relevance (mRMR) 

criterion as the filter approach and the Sequential 

Forward Floating Selection (SFFS).Secondly to figure 

out which feature set will help to severity of 

depressive disorder and even to further predict by 

follow up study and thirdly to discover which 

interview manner is better on the basis of finding 

they implemented effective sensing support system to 

support clinicians. Lately classification was executed 

by using K-mean and Support Vector Machine (SVM). 

 

A. Pampouchidou et al. [18], which created system 

by using facial as well as speech to detect depression. 

The following shows the system works. 

For feature selection they used Principal Component 

Analysis (PCA) for video as well as audio and coming 

to conclusion by using cutoff points on BDI-II. 

 

Shweta Oak, [17] that talked about finding out the 

reason of depression by creating a chatbot, at same 

time using user voice to analyze as well as text 

whether he is depressed. Using Radial Bias Function 

Network to find the root cause. Other work followed 

the way of acquiring the data by physical means or 

by means of an organization (like DVAC), followed 

by preprocessing and features selection (i.e prosodic, 

glottal, spectral, TEO, cepstral), then by using 

classification algorithm SVM, K-mean, 5-fold cross 

validation, regression and by using mathematical 

means. [10-16]  

 

Various methods were discussed upon and 

implemented and each has produced their own result. 

First method was the analyzing of voice sample data 

obtained through lifeline numbers [21]. Another 

method sees the implementation of the k mean 

algorithm which although produced results in the 

right direction but it proved to be, “very difficult to 

quantify and monitor” [22]. A neural network model 

was trained that could depict the severity of 

depression by recognizing “red alert signals” [23]. A 

logistic regression model proved successful but it was 

gender biased [24]. The final method saw the use of a 

BDI questionnaire and speech recognition using a 

combination of k mean and Google API with the 

drawbacks of low accuracy and dependency on the 

questions [25]. 
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      Figure 3. Various classifier with accuracy [20] 

 

III. LIMITATION 

  

• Data collection process that was incorporated 

were subject to read paragraph, picture 

description and interview [10-16].  

• It was found that gender dependent was the 

key aspect for the models to perform better. 

• It was rare to find model based only on voice 

and they took both video and voice data for the 

analysis. 

• For feature selection process very, efficient 

search algorithm where required which 

resulted in high computational cost and data 

collection process their incorporated subject to 

read paragraph, picture description and 

interview. No mention of accuracy. 

 

IV. CONCLUSION 

 

Professionals evaluation is varying door to door 

depending on their diagnostic method and expertise. 

The above process can be automated through speech 

and machine learning. The psychological state of a 

person can be easily known by voice, as remarkable 

characteristics like low voice, monotonously, 

shuttering, jitter etc. At the same moment voice 

samples are easy to collect. Hence, we conclude 

speech analysis. 
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