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ABSTRACT 

Augmented Reality is the presentation of objects superimposed on the real world view of the environment. It is 

an innovative technology that allows multidimensional viewing and understanding of concepts. This paper aims 

to use this concept of Augmented Reality in the field of Education to create an application that generates 3D 

models of the images embedded in textual materials using the software Unity and Vuforia. The application uses 

a smartphone’s camera to scan the embedded image of a textbook, e-book or photocopy and generates a 3D 

working model with live animations as well as on-click functionalities to view various movements of the model 

by providing user interaction. This application aims to provide an active learning experience to students. 

Keywords : Augmented reality; 3D model generation; 3D Characters. 

 

I. INTRODUCTION 

 

Education and technology are interconnected. This 

synergy is able to transform the world we live in. 

Existing education system utilizes mediums such as 

text books, PowerPoint presentations, and audio 

visuals for a better learning experience. However, 

these mediums lack real world implementation of 

concepts and multidimensional views, which restricts 

the understanding to a certain limit. Textual and 

theoretical content is helpful in conveying only a part 

of the whole concept, visuals are required for a more 

thorough as well as an enjoyable learning experience. 

The main drawbacks in the mediums for existing 

education system are that the static view of concepts 

is unable to convey the whole concept. Passive 

learning with an abundance of theoretical content is 

the barrier that makes students reluctant in learning 

interesting concepts. This is where Augmented Reality 

comes into the picture. 

 

The basic aim of an Augmented Reality system is to 

intensify the user’s perception of the environment and 

interaction with the real world through 

supplementing with 3D virtual objects that appear to 

coexist in the same space as the real world. In simple 

terms, it is a technology that superimposes a 

computer-generated image on a user's view of the real 

world, thus providing a mixed view. 

 

Augmented reality is a novel method of visualization 

that focuses on strengths of visual representations. It 

provides an alternate method for presenting the 

material. In most cases, augmented reality can more 

precisely illustrate features, processes and mechanisms 

than by other means, allowing exploring an object, 

observation from various angles and distances, and 

observation and examination of areas that go 

unnoticed. It requires interaction and encourages 

active participation rather than passive reading. 
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Augmented reality allows the learner to proceed 

through an experience during a broad time period not 

fixed by a regular class schedule, at their own rate. It 

allows users with disabilities to participate in an 

experiment or learning environment which they 

cannot do otherwise. It removes language barriers 

from the learning process by making touch and visual 

aids the primary focus. 

 

The proposed system is an Augmented Reality 

application based on education.  It involves 3D model 

generation on the smartphone screen relevant to the 

topic in the reading material. The smartphone detects 

the marker image and the model is instantly generated 

on the screen as superimposed on the real view. It 

facilitates in-depth understanding and a 

multidimensional view for dynamic processes. 

 

II.  METHODS AND MATERIAL 

A. Methodology 

The proposed system is an Augmented Reality 

application that works using a smartphone. First, the 

user scans the target image using a smartphone. As 

soon as all the feature points defined by the user are 

detected, they are recognized and the corresponding 

3D model is generated. After the model is 

superimposed on the real world view of the 

smartphone screen, various interactive operations are 

generated on the screen for the user. These options 

include functionalities of the model to show various 

processes and portray relevant mechanisms, links to 

additional information about the topic and on-click 

functionalities to rotate or scale the object for a better 

view. The developer needs to feed the markers only 

once and hence the application does not require an 

active internet connection. The application solely 

works on the concept of augmented reality as the 

models are superimposed on the real-world 

environment. 

 

The proposed system works with the concept of 

markers and feature points. 

A marker is an image, text or object that acts as the 

target which when scanned triggers the model 

generation on a device. As this system is solely for 

explaining educational topics, these markers are taken 

as images. These marker images can be embedded in a 

textbook, e-books or PowerPoint presentation i.e. 

both hardcopies and softcopies of the image will work. 

Also, they can be coloured, black and white or a 

photocopy and will still remain the marker for the 

same object. 

 

A feature point is a point plotted on the marker image 

that is to be detected by the smartphone. Feature 

points are the first points to be scanned by the device 

camera. These points are plotted on the image by the 

developer. Vuforia gives the developer an option to 

plot all feature points on his own or rearrange the 

feature points generated by the software itself. As a 

single image consists of about a minimum of a hundred 

feature points arranged in a unique pattern, every 

target marker will be unique. 

 

The software required for the application include: 

 

1. SketchBook Pro: This software is used for creating 

sketches of the models. 

2. Maya: This software is used for creating 3D models 

with authentic textures, colours and shapes. 

3. Unity: This is used as the core to develop the 

software for animation of these models with 

characteristic animations for every model as well 

as on-click functionalities defined using JavaScript. 

4. Vuforia: This software is used for feeding target 

images, defining feature points as well as their 

patterns. 
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Figure  1.  Developer Side Implementation 

B. Developer Side Implementation 

Fig.1 describes the basic flow of the developer side 

implementation. 

1. The proposed system is implemented in several 

phases: Model Creation: In this step, 3D models 

are created using Maya and Sketchbook Pro.  

2. These models are created relevant to the topics in 

the textual materials.  Maya allows the developer 

to provide textures, colours   and shapes in 

multiple dimensions.  

3. Animation Module: In this step, the 3D models are 

given characteristic animations like rotation, 

translation, scaling etc. to depict the relevant 

processes and mechanisms.  

4. The animation is done using Unity. Marker and 

Feature Point Selection: In this phase, a target 

marker image is selected from the textual material.  

5. On this marker image, feature points are defined 

by the user in Vuforia.  

6. All the feature points assigned by the developer 

have to be detected by the device camera for the 

model to be generated.  

7. Vuforia Database Connectivity: In this step, the 

database of marker images with user defined 

feature points is imported to Unity to provide 

connectivity to the 3D models.  

8. 3D Model Generation: Once the Vuforia-Unity 

connectivity is completed, the generation 

characteristics for the model are defined that 

include its placement on the target image, the 

physical parameters of its animation, sound and its 

size relative to the device screen. 

 

The developer will perform all the above-mentioned 

steps for each marker image. The developer has to feed 

the markers of all the required topics in a single 

database and update the database as and when 

required. 

C. User Side Implementation 

Fig.2 describes the basic flow of user side 

implementation. 

The user requires a smartphone with the application 

that works as follows: 

1. Marker Detection: The user scans the image using 

the smartphone. First to be scanned are the feature 

points of the image. For the marker to be detected, 

all the feature points of the image need to be 

scanned by the camera. 

2. Marker Recognition: The feature point pattern 

that is detected is then matched with the patterns 

stored in the application. 

3. Model Generation: After the marker is recognized, 

the 3D model corresponding to it appears on the 

screen in an augmented view along with its 

characteristic animations visible on the screen. 

4. User Interaction: The user is provided with several 

on-click functionalities to interact with the model 

and view various processes and additional 

information. 

For any given marker, the user will just have to hold 

the device camera for the model to appear on the 

screen. 
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Figure  2.  User Side Implementation 

D. Generated 3D Model 

1. The generated 3D model is accompanied with an 

interactive GUI that provides the user with on-

click functionalities to view various animations of 

the model. 

2. Functionalities included in a model are:  

a. Movements: These include rotation, scaling, 

translation etc. to portray processes. 

b. Text Labels: Every model includes text labels that 

can be hidden/ shown using a button. These labels 

define the parts of the model generated. For e.g. 

The Earth’s crust, core etc.  

c. Metadata: For each model, a summary is provided 

in the augmented view that gives a brief overview 

of the topic it displays. 

d. Additional Links: This functionality provides users 

with additional websites and videos that include 

additional information about the topic. 

The 3D model can be easily viewed from various 

angles by rotation of the smartphone. The model is 

anchored to the target image and hence will move 

along with the target image as long as the image is still 

in the view of the device camera. The 3D model 

retains its colour, texture and shape irrespective of the 

nature of the marker image, i.e. even if the marker 

image is black and white or a photocopy of the original 

marker, the 3D model generated will be coloured and 

will retain all its characteristic properties.  

E. Example use-case of Geography textbook 

 

To explain the implementation of this application, a 

use case of a Geography textbook is used as follows: 

 

To explain phenomenon like movement of planets, 

solar eclipse and lunar eclipse, two dimensional images 

provided in the textbooks are not sufficient, thus 

augmented models of planets, sun and moon are 

required to display these phenomena satisfactorily. 

 

The developer is required to create 3D models of 

planets, sun and moon and define their animations 

respectively and link them with the corresponding 

images of the text book. 

 

The user is required to hold his smartphone camera 

with the application in front of the image from the 

textbook. As soon as the image is detected by the 

application, 3D models of planets appear on the screen 

of the user.  

 

The user is provided with functionalities to view the 

rotation of the planets, their revolution around the sun 

as well as their characteristic traits like rings, clouds, 

atmospheres and their moons using a simple click. 

 

These functionalities ensure that the student obtains 

an in-depth understanding of the phenomena while 

interacting actively with the generated model and 

exploring its movements in an augmented manner. 

 

These models prove to be better than passive videos as 

the user can explore the model in all dimensions from 

various angles by moving the smartphone. Also, the 

user can actively manipulate the model animations by 

using simple on-click functionalities. 
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Figure  3.  Model Creation of Sun Using Maya 

III. RESULTS AND DISCUSSION 

 

To test the application and its working, this 

application was implemented to act as a supplement to 

the tenth grade Geography topic about the Solar 

System.  

First, an image of the Sun was selected based on which 

the model is to be created. This image was selected 

from a tenth-grade textbook. 

The 3D model of Sun has been created using Maya. 

The texture, shape and colour imparted are analogous 

to the authentic features of the Sun. As seen in Fig.3, 

the 3D model of the sun is created with respect to the 

marker image selected. 

Then, the model was imported to Unity and various 

functionalities were provided to it such as an 

animation module to show the sun burning with 

flames. 

After this, the image selected was uploaded to the 

Vuforia database, where the feature points of the 

image were defined carefully.  

After the definition of feature points, the image was 

updated in the Vuforia database. 

Then, the database was imported to Unity and 

alignment of the model with respect to the marker 

image was done. 

The final application was selected to run in Android 

SDK environment to be compatible with the 

smartphone. 

On scanning the image marker, the augmented model 

of the Sun is generated with live animations. 

A Graphical User Interface was provided to the user 

with options such as: 

1. Viewing the composition of Sun  

2. Rotating and Scaling the Sun for better 

understanding  

3. Viewing Solar Eclipse phenomenon  

4. Additional information links to websites and 

videos. 

The system can be used as a supplement to e-books, 

hardcopies of books, PowerPoint presentations as well 

as Xeroxed copies of these materials. As it is being 

developed in Unity, it is compatible with iOS, 

Blackberry and other platforms as well. It can be used 

by teachers for creating important notes and 

assignments. Also, assessments and tests can be 

conducted using this technology. This application can 

also be used as a part of virtual laboratory sessions. It 

can be used for a variety of subjects ranging from 

History, Geography to Chemistry and Biology. It can 

completely replace school and college textbooks and 

help students learn more interactively. Publishers of 

books can use this application for feeding in markers. 

Teachers can add important notes as well as 

summarizations and additional pop ups for the 

textbook. Thus, this application can prove to be a 

technological breakthrough in the field of education 

for schools and colleges. 

 

IV.  CONCLUSION 

 

This Augmented Reality based education application 

aims to make the teaching-learning process easier as 

well as interactive. This application can, therefore, 

motivate students and transform monotonous learning 

into an exciting adventure. With the help of this 
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application, students can easily understand by the 

visualization present on their screens.  It helps 

teachers in conveying concepts that cannot be 

explained solely by theoretical materials or audio 

visuals. It uses the concept of augmented reality and 

implements it in education giving it an edge over the 

static view provided by 2D videos and images. It 

proves to be the most optimal supplement to the 

theoretical content in today’s generation. The 

application only requires a smartphone and no active 

internet connection, thus ensuring that the 

application is feasible and accessible to all students. 
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