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ABSTRACT 

 

As an initial research in human mobility, human mobility prediction can be done by using a time-series predictor 

algorithm, one of which is ARIMA. ARIMA is short of the integrated moving-average autoregressive. The order 

of the ARIMA model is represented by the ARIMA symbol (p, d, q), where p is the order of the autoregressive 

part, d is the order of differencing and q is the order of moving-average process. The research regarding the 

application of human mobility conducted through five phases, including data collection, data pre-processing, data 

model building, data prediction and data evaluation. We conducted three times of experiments with different 

parameters. We defined different value for D, Seasonality, MALags, SMALags and Variance. Based on experiment 

as conclusion of this research obtained that the best parameter values to get the best MAPE Longitude and MAPE 

Latitude are Constant = 0, D= 1, Seasonality= 12, MALags = 1, SMALags=12 with MAPE Lon: 0.037433% and 

MAPE Lat: 0.11632% 
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I. INTRODUCTION 

 

The role of information of technology in pattern 

recognition has been improved in many aspects, such 

as batik pattern[1], [2], human mobility pattern [3] and 

many more. Human mobility is a pattern of how a 

person moves in an urban area, for example, such as 

walking, driving to a place using a private vehicle or 

public transportation, etc. [4]. This research is 

important to understand patterns of human mobility, 

one of which is to control epidemics [5], [6]  

As an initial research in human mobility, human 

mobility prediction can be done by using a time-series 

predictor algorithm, one of which is ARIMA. 

ARIMA is short of the integrated moving-average 

autoregressive. The order of the ARIMA model is 

represented by the ARIMA symbol (p, d, q), where p 

is the order of the autoregressive part, d is the order of 

differencing and q is the order of moving-average 

process  [7]. 

Research that applies the ARIMA model has been 

carried out by several researchers as a solution for 

various cases [7]–[15].  

However, the use of the ARIMA model for solving 

cases in the field of human mobility is still little. A 

recent study in 2012, a time-series based prediction 

was proposed by Li et. al [16]. Li et. al investigating 

patterns of human mobility in urban taxi 

transportation systems. 
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Based on the background above, this study will use the 

ARIMA model to predict human mobility in Indonesia 

and determine the performance of the ARIMA model. 

 

II. LITERATURE REVIEW 

 

Studies that applied ARIMA model has been done by 

some researchers to solve problem in many study 

fields, for example [7]–[15]. However, the severe lack 

of research regarding application of ARIMA model for 

solving the case of human mobility can be 

opportunities for this research. The recent research 

about human mobility is conducted by [16] which 

investigated pattern of human mobility for 

transportation system. 

 

III.  METHODS AND MATERIAL 

 

The research regarding the application of human 

mobility conducted through five phases which is 

shown in Figure 1. 

 
Fig. 1 Research phases 

 

Based on Figure above, here are the details of each 

stage of the research: 

1. The dataset used is the GeoLife GPS Trajectories 

dataset which can be obtained on the following 

page of Microsoft.com 

2. After the data is obtained, then the preprocessing 

of the data includes cleaning to eliminate 

inconsistencies in the data, removing the sample 

data that crosses the boundary, and eliminating 

overlapping data. After further data cleaning is 

preprocessed by mapping human mobility data 

and identifying geospatial features such as 

building blocks, roads, or the environment. This 

mapping will be done using the R-tree [17]. 

3. The next stage is the construction of the model 

using training data using the ARIMA algorithm.   

4. After the model is made, the model is then tested 

by predicting the test data. Predictions are made 

to estimate the next location that someone will 

visit in a city.  

5. Furthermore, the performance evaluation of the 

predicted results will be carried out in the 

previous stage. The evaluation metric error used 

is symmetric Mean Absolute Percentage Error 

(sMAPE) [18]. sMape is an error metric that is 

commonly used to evaluate errors in the 

prediction of a prediction of ground truth data. 

 

IV. RESULTS AND DISCUSSION 

 

We conducted three times of experiments with 

different parameters. In the first experiment, we 

defined the value or degree of non-seasonal 

integration (in the linear time series model) named D 

with value 0. For the value or the difference degree of 

the seasonal between a polynomial in the lag operator 

for the linear time series named seasonality, we 

defined it with value 12. We also define the value of 

integer lags related to the coefficient of MA named 

Data collection
Data pre-

processing

Data model 
building

Data prediction

Data evaluation
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MALags with value 1. Moreover, we defined SMALags 

with value 1 for integer lags vector related to the 

coefficient of SMA. Then, we defined the model of 

conditional variance with garch(0,1). As the result, we 

found the mean absolute percentage error (MAPE) for 

latitude data is 0.040058% and or longitude data is 

0.23519%. The result also depicted on Figure 1. 

 

 
Fig. 2 The first experiment result for location prediction based historical, actual and predicted 

In the second experiment, we set the value or degree 

of non-seasonal integration (in the linear time series 

model) named D with value 1. For the value or the 

difference degree of the seasonal between a 

polynomial in the lag operator for the linear time 

series named seasonality, we defined it with value 12. 

We also set the value of integer lags related to the 

coefficient of MA named MALags with value 1. 

Moreover, we defined SMALags with value 12 for 

integer lags vector related to the coefficient of SMA. 

Then, we defined the model of conditional variance 

with garch(0,1). As the result, we found the mean 

absolute percentage error (MAPE) for latitude data is 

0.037433% and or longitude data is 0.11632%. The 

experiment result is shown in Figure 3. 

 

 
Fig. 3 The second experiment result for location prediction based historical, actual and predicted. 
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In the third experiment, we defined the value or 

degree of non-seasonal integration (in the linear time 

series model) named D with value 1. For the value or 

the difference degree of the seasonal between a 

polynomial in the lag operator for the linear time 

series named seasonality, we defined it with value 12. 

We also set the value of integer lags related to the 

coefficient of MA named MALags with value 1. 

Moreover, we defined SMALags with value 12 for 

integer lags vector related to the coefficient of SMA. 

Then, we defined the model of conditional variance 

with garch (0,1). As the result, we found the mean 

absolute percentage error (MAPE) for latitude data is 

0.23371% and or longitude data is 0.039338%. The 

experiment result is shown in Figure 4. 

 

 
Fig. 4 The third experiment result for location prediction based historical, actual and predicted. 

TABLE I. SUMMARY OF EXPERIMENT 

Exp. D Seasonality MALags SMALags Variance MAPE Lon MAPE Lat 

1 1 12 1 1 garch(0,1) 0.040058% 0.23519% 

2 1 12 1 12 garch(0,1) 0.037433% 0.11632% 

3 1 12 1 1 garch(0,1) 0.039338% 0.23371% 

V. CONCLUSION 

 

Based on experiment as conclusion of this research 

obtained that the best parameter values to get the best 

MAPE Longitude and MAPE Latitude are  Constant = 

0, D= 1, Seasonality= 12, MALags = 1, SMALags=12 

with MAPE Lon: 0.037433% and MAPE Lat: 0.11632% 
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