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ABSTRACT 

 

In organization, statement contained opinion and complaint to a service or program by it organization. can be 

proceed using machine learning and the result can be used by organization to improve and enhance their quality. 

This research attempted to classify the reports from social media based on complaint and non-complaint using 

machine learning algorithm named Logistic regression (LR) and eXtreme Gradient Boosting (XGBoost). Logistic 

Regression model using CountVectorizer feature extraction and TfidfVectorizer. Moreover, the XGBoost 

algorithm uses multiple parameters so that it can be improved by tuning the parameters, i.e. eta or learning rate, 

gamma, max_depth, min_child_weight, subsample, colsample_bytree and alpha. As the result, the best value for 

XGBoost with parameter  are 'reg_alpha': 0.01, 'colsample_bytree': 0.9, 'learning_rate': 0.5, 'min_child_weight': 

1, 'subsample': 0.8, 'max_depth': 3, 'gamma': 0.0, in wich the computational time is 13870.012468 and the best 

accuracy that achieved is 0.927943760984. Furthermore, the performance evaluation results for Logistic 

Regression using TfidfVectorizer and CountVectorizer feature extraction are 0.9181 and 0.9356. 
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I. INTRODUCTION 

 

Now, information and communication technology 

development present to the innovative application 

that helps our daily life in many areas, including 

cultural heritage [1], [2], government [3], [4], medical 

[5] and so forth. One of the tremendous popular 

applications is social media that has been practiced by 

people for all range of ages. Social media is regularly 

used to state emotion in judgment or complaint 

statement regarding an object [6]. The increase of text 

data contained opinion or complaint in social media 

showed the importance of social media channels to 

campaign or published about programs or services that 

are launched by governments or other organizations 

[7].  

Machine learning algorithm has been used in text 

classification are Logistic Regression and XGBoost. 

Logistic Regression can predict output or target in 

various categories. In this case, the algorithm will 

classify text data into two classes (1, -1), including 

complaint and non-complaint. Logistic regression (LR) 

have been applied to numerous obstacles in data 

mining and machine learning in which logistic 

regression (LR) explained between the response 

variable and predictor variables. 

eXtreme Gradient Boosting  or XGBoost is a 

supervised classification method that uses ensemble 

decision trees. The ensemble boosting technique is 

used to improve Taylor expansion against loss of 

function loss. The model constructed by XGBoost is 

also insensitive to the data imbalance [8]. 
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This research is focused on classifying complaint 

and non-complaint reports from social media. This 

study implemented machine learning algorithm 

named logistic regression (LR) for a text whether 

classified as complaint or non-complaint based on 

existing data in social media. 

II. RELATED WORK 

A. Logistic Regression 

The recent works have been proposed Logistic 

regression (LR) algorithm to solve the research 

problems, e.g. Cheng and Eyke (2009), Rus et al. (2009), 

Freyberger et al. (2004), Feng and Back (2009), 

Kotsiantis et. al (2003), Mittal (2009) and Felix (2014). 

Cheng and  Eyke (2009) proposed the combination 

of Instance Based Learning and Logistic Regression to 

complete the multi-label classification [14]. 

Freyberger et al. (2004) proposed Logistic regression 

(LR) algorithm to find the best fitting of transfer model 

in case student learning data [15]. 

Rus et al. (2009) attempted to compare the result of 

data processing using several machine learning 

method for student mental model detection, e.g. Naïve 

Bayes, Bayes net, Support Vector Machines (SVM), 

Logistic Regression and Decision Trees [16]. 

Feng and Back (2009) proposed logistic regression 

for construction model of transfer in order to predict 

student can represent their knowledge [17]. Kotsiantis 

et. al (2003) attempted to classify student dropout 

prediction by using Neural Network, Decision Tree, 

Naïve Bayes, Instance Based Learning, Logistic 

Regression, and Support Vector Machine (SVM) [18]. 

B. XGBoost 

Some studies have used XGBoost to solve specific 

problems including [8], proposing XGBoost for human 

movement recognition. The study was conducted by 

comparing XGBoost with several other machine-

learning algorithms and tested for various types of 

human movement datasets. The results obtained show 

that the XGBoost algorithm is better at human 

movement recognition. 

Other research, study by [19] proposed Support 

Vector Machine algorithm (SVM) and XGBoost to 

predict personality based on Twitter data. Evaluation 

with 10-cross validation shows that XGBoost 

algorithm is superior in predicting personality 

compared to SVM algorithm. 

Research [20] proposed the sign language 

recognition by applying several machine learning 

methods, namely XGBoost, SVM, and k-NN. The 

experimental results show that XGBoost has 

significant results compared to some other machine 

learning algorithms such as SVM and k-NN. 

 

III. METHODOLOGY  

 

This research has been done through five research 

phases. The first phase is data collection, which is 

followed by crawling and labelling dataset, procession 

data, Modelling using a) Logistic Regression b) 

XGBoost, and Classifier Perfomance Comparison. 

 

 

Fig. 1  Research Methodology 

Data Collection
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In the first phase, we collect datasets from social media. 

Then, we label the dataset based on the tag label. In 

the second phase, the collected and marked data is pre-

processed to delete unimportant text data (stop-word 

removal), and then we conducted a feature extraction 

based algorithm parameter. In the third phase, we 

model the data applying training data, and then 

classified the testing data using this model. In the last 

stage, we compare classifier logistic regression and 

XGBoost for dataset classification. 

 

IV.  EXPERIMENTAL RESULT 

A. Logistic Regression 

The phase in this work, for instance, pre-processing, 

classification, validation, and evaluation are 

conducted in python programming language and the 

scikit-learn library. 

The pre-processing stage is done by removing stop 

words and extracting features using TfidfVectorizer 

and CountVectorizer, the feature extraction function 

in the sklearn library. Classification in this stage is 

done using the Logistic Regression in the sklearn 

library. The validation in this stage is done using cross-

validation, where the percentage of training sample 70% 

and testing sample 30%. The feature that we extracted 

using TfidfVectorizer and CountVectorizer in the 

previous step, then we used them to compare the best 

model. 

The performance evaluation results for Logistic 

Regression using TfidfVectorizer and CountVectorizer 

feature extraction are presented in Table 1.  

 

TABLE I .  

Evaluation results for Logistic Regression 

 
 

The result shows that Logistic Regression using 

CountVectorizer feature extraction achieved better 

performance than TfidfVectorizer feature extraction. 

The precision, recall, and f1-score for each class using 

TfIdf-Vectorizer presented in Table 2. 

 

TABLE II.  

Precision, recall, and f1-score for each class using 

TfIdf Vectorizer 

 
 

The precision, recall, and f1-score for each class using 

Count Vectorizer presented in Table 3. 

 

TABLE III.  

Precision, recall, and f1-score for each class using 

Count Vectorizer 

 

class precision recall F1-score 

0 0.99 0.89 0.93 

1 0.89 0.99 0.94 

average 0.94 0.94 0.92 

 

B. XGBoost 

In this experiment, we installed XGBoost package on 

our system for used in Python. XGBClassifier is 

imported to our codes to support in using sklearn's 

GridSearch for tuning parameters with parallel 

processing.  

 

In general, the XGBoost algorithm uses multiple 

parameters so that to improve the model, we must 

conduct the process of tuning the parameters. The 

XGBoost parameters that are tuned to improve the 

model elaborated below: 
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Based on description above, we conducted 

experiment to get value of parameters. As the result of 

the value is presented in Table below. 

 

TABLE IV 

VALUE OF PARAMETERS 

 
 

Moreover, the summary of result regarding the best 

value for each parameter is presented in Table below. 

 

TABLE V 

SUMMARY OF THE BEST PARAMETER VALUES 

 
 

Regarding accuracy and computational time, we 

have conducted data processing using our codes. The 

computational time that required to tune those 

parameters is 13870.012468 and the best accuracy that 

achieved is 0.927943760984 

 

V. CONCLUSION 

 

Based on our research, we can conclude some points 

as follows: 

1. XGBoost package can be used in Python by using 

XGBClassifier for sklearn's GridSearch in order to 

tuning parameters with parallel processing. The 

computational time that required to tune 

parameters is 13870.012468 and the best accuracy 

that achieved is 0.927943760984. 

2. The performance evaluation results for Logistic 

Regression using TfidfVectorizer and 

CountVectorizer feature extraction are 0.9181 and 

0.9356. 
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