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ABSTRACT 

 

Wireless Sensor Network (WSN) is a network with numerous sensor nodes for examining physical situations, 

communication and data collection. Sensor nodes communicate with a base station to distribute their data for the 

purpose of remote process and storage. While transmitting the data energy problem were occurred. This paper 

goal is to enables senders to predict receivers’ wake-up times by using a reinforcement learning technique. If 

senders have packets to transmit, senders can wake up shortly before the predicted wake-up time of receivers, so 

the energy, which senders use for idle listening, can be saved. In this case, senders do not have to make the trade-

off, because their wake-up times are totally based on receivers’ wake-up times. Receivers still face the trade-off, 

however, since a receiver’s wake-up time relies on our technique to scheduling function and different selections 

of parameters in this function will result in different wake-up intervals. In addition, before a sender can make a 

prediction about a receiver’s wake-up time, the sender must request the parameters in the receiver’s wake-up 

scheduling function. 

Keywords :  Wireless Sensor Network, Energy Efficiency, Sleep / Wakeup scheduling 

 

I. INTRODUCTION 

 

A wireless sensor network (WSN) is a wireless 

network consisting of spatially distributed 

autonomous devices using sensors to cooperatively 

monitor physical or environmental conditions such as 

temperature, sound, vibration, pressure, motion 

pollutants at different locations. Wireless Sensor 

Networks have several unique characteristics such as 

small-scale sensor nodes, dynamic network topology, 

limited power supply, harsh environmental conditions, 

node failures, mobility of nodes, energy harvesting, 

mobility of detected events, large scale deployments, 

and unattended operation etc. In WSNs, most sensor 

nodes must rely on rechargeable power sources, e.g., 

batteries, to provide the necessary power. In most 

cases, it is difficult to charge or replace the batteries, 

especially in outdoor monitoring. Thus, their power 

management has become crucial. Energy shortage is 

always the bottleneck restricting the development of 

WSNs applications. As an engineering practice, sleep 

scheduling or duty cycling approaches have long been 

used in a wide variety of devices to save energy and 

prolong the lifetime of equipment’s, such as air-

conditioning compressors, pumps and electric motor.  

Energy is a very scarce resource for sensor systems and 

must be managed wisely in order to extend the life of 

the sensor nodes for the duration of a mission 

Maximizing the lifetime of sensor is one of the most 

challenging and complex problem. Two types of 
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energy consumption in a sensor node could be due to 

either “useful” or “wasteful” sources. Due to 

transmitting or receiving data, useful energy 

consumption can occur. The process scheduling is the 

activity of the process manager that handles the 

removal of the running process from the CPU and the 

selection of another process based on a strategy. 

Process scheduling is an essential part of a 

Multiprogramming operating system. Sleep/Wake 

scheduling is every effective process where the 

network’s energy is saved to a maximum extent. In the 

network once the cluster formation is done then every 

cluster starts applying the process of sleep/wake 

scheduling. In order to save energy, only one or two 

nodes with highest residual energy in each cluster are 

required to keep active, while others will be kept on 

in the sleep mode. At the beginning of this scheduling 

all the nodes in the cluster will be active in order to 

analyse the residual energies. This analysis is done to 

select an active node with the highest residual energy 

in a cluster. And this active node will undertake the 

sensing task in a cluster. The node which will 

undertake the sensing task will be decided by the 

cluster head. The cluster head sends a WORK message 

to order the selected node to perform its duty as an 

active node, moreover, one of which is told to be the 

head node in the next period. And also the cluster head 

sends a SLEEP message to all of the rest nodes.Our 

main goal is to enables senders to predict receivers’ 

wake-up times by using a reinforcement learning 

technique. If senders have packets to transmit, senders 

can wake up shortly before the predicted wake-up 

time of receivers, so the energy, which senders use for 

idle listening, can be saved. In this case, senders do not 

have to make the trade-off, because their wake-up 

times are totally based on receivers’ wake-up times. 

Fig 1 : WSN Architecture 

 

II. LITERATURE REVIEW 

Zhang, Zeyu, Lei Shu, et al [23] Sleep scheduling, also 

known as duty cycling, which turns sensor nodes on 

and off in the necessary time, is a common train of 

thought to save energy. Sleep scheduling has become 

a significant mechanism to prolong the lifetime of 

WSNs and many related methods have been proposed 

in recent years, which have diverse emphases and 

application areas. This paper classifies those methods 

in different taxonomies and provides a deep insight 

into them. To satisfy this requirement, the sensor 

nodes may have to wake up more frequently than in 

synchronous wake-up approaches. 

El Barachi, May, et al [24] Wireless Sensor Networks 

(WSN) are made up of small devices that can sense 

context information (e.g. space, physiology, and 

environment). The IP Multimedia System (IMS) aims 

at the convergence of Internet and cellular networks. 

It enables the delivery of multimedia services to end-

users. Integrating the sensing capabilities of WSN in 

the IP multimedia subsystem will open the door to a 

wide range of novel multimedia services. This paper 

proposes a presence-based architecture for the 

integration, focusing on how the information is 

conveyed from the WSN to the presence 

infrastructure (i.e the inbound interface). Presence is 

an integral part of IMS. It enables the distribution of 

end-user presence information (e.g. location, 

availability), a sub-set of context information, to 

interested parties, generally applications. We 
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introduce the architecture and elaborate some of the 

required extensions to the 3GPP presence service. The 

proof of concept prototype is also described. 

Ye Dayonget al [25] Sleep/wake-up scheduling is one 

of the fundamental problems in wireless sensor 

networks, since the energy of sensor nodes is limited 

and they are usually rechargeable. The purpose of 

sleep/wake-up scheduling is to save the energy of each 

node by keeping nodes in sleep mode if possible 

(without sacrificing packet delivery efficiency) and 

thereby maximizing their lifetime. In this paper, a self-

adaptive sleep/wake-up scheduling approach is 

proposed. Unlike most existing studies that use the 

duty cycling technique, which incurs a trade-off 

between packet delivery delay and energy saving, the 

proposed approach, which does not us duty cycling, 

avoids such a trade-off. The proposed approach, based 

on the reinforcement learning technique, enables each 

node to autonomously decide its own operation mode 

(sleep, listen, or transmission) in each time slot in a 

decentralized manner. Simulation results demonstrate 

the good performance of the proposed approach in 

various circumstances. 

ChengFang Zhen et al [26] analyse Both energy-

saving and synchronization issues are the paramount 

concern in wireless sensor networks (WSNs). In this 

paper we propose a simple and efficient WSN node 

design based on acoustic positioning applications and 

present an on-demand sleep/wake scheduling 

synchronization protocol. Three aspects are already 

considered in the design: (a) power controllable; (b) 

energy efficient; (c) high synchronization accuracy. 

Our primary goal is to maximize energy saving and to 

control power supplying according to environments 

and demands. We establish a model of energy 

consumption and improve it by the ways of power 

control and on-demand synchronization. The on-

demand synchronization protocols are implemented 

in sensor nodes and evaluated in a testbed. Analysis 

and simulation were performed that the proposed 

protocol has significantly reduced the energy 

consumption. It is also demonstrated by experiments 

that the platform is accurate and effective. 

Runze Wan and Naixue Xiong [27] analyse an energy-

efficient sleep scheduling mechanism with similarity 

measure for wireless sensor networks (ESSM) is 

proposed, which will schedule the sensors into the 

active or sleep mode to reduce energy consumption 

effectively. Firstly, the optimal competition radius is 

estimated to organize the all sensor nodes into several 

clusters to balance energy consumption. Secondly, 

according to the data collected by member nodes, a 

fuzzy matrix can be obtained to measure the similarity 

degree, and the correlation function based on fuzzy 

theory can be defined to divide the sensor nodes into 

different categories. Next, the redundant nodes will be 

selected to put into sleep state in the next round under 

the premise of ensuring the data integrity of the whole 

network. Simulations and results show that our 

method can achieve better performances both in 

proper distribution of clusters and improving the 

energy efficiency of the networks with prerequisite of 

guaranteeing the data accuracy. 

 

III. PROBLEM STATEMENT 

In most existing duty cycling based sleep/wake-up 

scheduling approaches, the time axis is divided into 

periods, each of which consists of several time slots. In 

each period, nodes adjust their sleep and wake up time, 

i.e., adjusting the duty cycle, where each node keeps 

awake in some time slots while sleeps in other time 

slots. In the proposed self-adaptive sleep/wake-up 

scheduling approach, the time axis is directly divided 

into time slots. In each time slot, each node 

autonomously decides to sleep or wake up. Thus, in 

the proposed approach, there is no ‘cycle’ and each 

time slot are independent. Existing sleep/wake-up 

scheduling approaches, where nodes’ sleep/wake-up 

patterns are almost predefined, this approach enables 

nodes to autonomously and dynamically decide 

whether to sleep using learning techniques. Thus, 
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theoretically, nodes in this approach are smarter than 

nodes in most existing approaches. 

 

IV. PROPOSED SYSTEM 

A self-adaptive sleep/wake-up scheduling approach. 

This approach does not use the technique of duty 

cycling. Instead, it divides the time axis into a number 

of times slots and lets each node autonomously decide 

to sleep, listen or transmit a timeslot. Each node 

decides based on its current situation and an 

approximation of its neighbour’s situations, where 

such approximation does not need communication 

with neighbour’s. Through these techniques, the 

performance of the proposed approach outperforms 

other related approaches. Most existing approaches are 

based on the duty cycling technique and the sere 

searchers have taken much effort to improve the 

performance of their approaches. Thus, duty cycling is 

amature and efficient technique for sleep/wakeup 

scheduling. This paper is the first one which does not 

use the duty cycling technique. Instead, it proposes an 

alternative approach which is based on game theory 

and there in forcement learning technique. The 

performance improvement of the proposed approach, 

compared with existing approaches, may not be big, 

but the proposed approach provides a new way to 

study sleep/wake-up scheduling in WSNs. This paper 

primarily focuses on theoretical study, so there are so 

many assumptions. These  assumptions are set to 

simplify the discussion of our approach. Without 

these assumptions, the discussion of our approach will 

become extremely complex, which is harmful for the 

readability of this paper. The problem itself addressed 

in this paper, however, is not simplified by these  

assumptions. Thus, the problem is stillgeneral under 

these assumptions. To achieving an energy-efficient 

medium access solution is to use wake-up radios. The 

wake-up radio approach enables the on-demand 

activity of the sensor node, so that the node can sleep 

until it is needed. At the same time, this ondemand 

capability saves energy at low sampling rates and 

enables more efficient utilization for event-based and 

on-demand applications where continuous 

communications are not needed. The wake-up system 

consists of both a wake-up transmitter and receiver. 

The proposed approach is not designed incorporating 

a specific packet routing protocol. This is because if the 

sleep/wakeup scheduling approach is designed 

incorporation with a specific packet routing protocol, 

the scheduling approach may work well only with that 

routing protocol but may work less efficiently with 

other routing protocols. In sleep/wake-up scheduling 

approach is designed incorporation with a packet 

routing protocol. Their scheduling approach uses 

staggered wake-up schedules to create unidirectional 

delivery paths for data propagation to significantly 

reduce the latency of data collection process. Their 

approach works very well if packets are delivered in 

the designated direction, but it is not efficient when 

packets are delivered in other directions. The 

contributions of this thesis are summarized as follows.  

1) To the best of our knowledge, this approach is the 

first one which does not use the technique of duty 

cycling. Thus, the trade-off between energy saving 

and packet delivery delay, which is incurred by duty 

cycling, can be avoided. This approach can reduce 

both energy consumption and packet delivery delay.  

2) This approach can also achieve higher packet 

delivery ratios in various circumstances compared to 

the benchmark approaches. 

3) Unlike recent prediction-based approaches, where 

nodes must exchange information between each other, 

this approach enables nodes to approximate their 

neighbour’s situation without requesting information 

from these neighbour’s. Thus, the large amount of 

energy used for information exchange can be saved. 

Thus, in this paper, game theory is used to deal with 

the sleep/wake-up scheduling problem among sensors 
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in WSNs. The game is defined by a pair of payoff 

matrices 

 

where R and C specify the payoffs for the row player 

and the column player, respectively. Each of the two 

players selects an action from the three available 

actions. The joint action of the players determines 

their payoffs according to their payoff matrices. If the 

row player and the column player select actions i and 

j, respectively, the row player receives payoff rij and 

the column player obtains payoff cij. The players can 

select actions stochastically based on a probability 

distribution over their available actions. Let α1–α3 

denote the probability for the row player to choose 

actions 1–3, respectively, where α1+ α2 + α3 =1. Let 

β1–β3 denote the probability for the column player to 

choose actions 1–3, respectively, where β1 +β2 + β3 =1. 

The row player’s expected payoff is 

 

and the column player’s expected payoff is 

 

Let above equation denote transmit, listen, and sleep, 

respectively. The values of those payoffs in the payoff 

matrices can be defined by the energy used by a node 

(which is a negative payoff). In addition, if a packet is 

successfully transmitted, the payoff of the 

transmitter/receiver is the energy, used to 

transmit/receive the packet, plus a positive constant, 

U, say U =98. Constant U is added on the energy 

consumption, if and only if a packet is successfully 

transmitted. The payoff for action sleep is−0.003 (the 

energy consumed during sleeping period) irrespective 

of the opponent’s action, where the negative sign 

means that the energy is consumed. The value of the 

constant U is larger than the energy used for 

transmitting or receiving a packet. For example, if the 

row player has a packet to transmit and it selects 

transmit and the column player selects listen, the 

packet can be successfully transmitted. The payoffs for 

both players are positive, which can be calculated 

using the energy they use to transmit/receive the 

packet plus the constant U. Then, the row player gets 

payoff −81+98=17 and the column player obtains 

payoff −30+98 = 68, where 81 and 30 are energy 

consumption for transmitting and receiving a packet, 

respectively, and the negative sign means that the 

energy is consumed. However, if the column player 

selects sleep, the packet cannot be successfully 

transmitted. Then, the row player gets payoff−81 (the 

energy used for transmitting a packet) and the column 

player gets payoff−0.003 (the energy used for sleeping). 

It should be noted that if a node does not have a packet 

to transmit, it will not select transmit. In a time slot, 

each node is in one of several states which indicate the 

status of its buffer. For example, if a node’s buffer can 

store three packets, there are four possible states for 

the node: s0–s3, which imply that the node has 0–3 

packets in its buffer, respectively. The aim of each 

node is to find a policy π, mapping states to actions, 

that can maximize the node’s long-run payoff. 

Specifically, for a node, π(s,a) is a probability, based on 

which the node selects action a in current state s, and 

π(s) is a vector which is a probability distribution over 

the available actions in current state s. Thus, policy π 

is a matrix. For example, a node’s buffer can store three 

packets, so the node have four states: s0–s3, as 

described above. 

Also, the node has three actions: transmit, listen, and 

sleep, denoted as 1–3, respectively. Hence, the policy 

of the node is 
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Initially, as the node does not have any knowledge, 

each action is considered to be equally important in 

each state. Because for each state, s, ∑1≤i≤3 π(s,i) has 

to be 1, each element in π is set to be (1/3). Then, 

through learning, the node will adjust the value of 

each element in π. The detail will be give in the 

following sections. Here, the terms π(s,a) and α, β 

denote the probability of selecting an action. π(s,a) 

takes states into consideration while α and β do not do 

so. α and β are used only for description convenience 

of the model and the algorithms. 

If the selected action is transmit, the node needs to 

decide when to transmit the packet in the time slot. 

The node then receives a payoff and reaches a new 

state. It updates the Q-value of the selected action in 

its current state based on the received payoff and the 

maximum Q-value in the new state (line 7). Here, Q-

value, Q(s,a), is a reinforcement of taking action an in 

states. This information is used to reinforce the 

learning process. The formula in line 7 is a value 

iteration update. Initially, Q-value is given arbitrarily 

by the designer. Then, the Q-value is updated using 

the current Q-value, (1−ξ) Q(s,a), plus the learned 

knowledge, ξ(p+γmaxaQ(s,a)). The learned knowledge 

consists of the payoff obtained by the node after taking 

an action plus the estimate of optimal future value: 

p+γmaxaQ(s,a). In lines 8–10, if the selected action is 

not sleep, the node will approximate the probability 

distribution over the neighbour’s available actions. 

This neighbour is the one that has interacted with the 

node, i.e., transmitted a packet to the node or received 

a packet from the node, in the current time slot. 

 

 

 

 

V. EXPERIMENTAL RESULT 

The Network Simulator-NS2 is used as simulation 

platform to test the proposed algorithms. The results 

are tabulated in the below table. The results are 

declared based on effectiveness and performance of 

the proposed algorithms namely: SA-MECH algorithm. 

The proposed work is compared with EM-MAC and 

the comparison is represented in the form of graphs.  

Table 1.1 : Simulation Parameters 

 

 PARAMETER VALUE 

Simulator NS-2.34 

Topology grid 

Number of nodes 49,81,121,169 

Sink nodes 5 

Grid distance 200m 

Simulation time 100s 

Traffic type CBR, UDP 

Transmission range 200m 

 

EM-MAC: In EM-MAC, each node uses a 

pseudorandom number generator: Xn+1 = (aXn + c) 

mod m to compute its wake-up times, where m > 0 is 

the modulus, a is the multiplier, c is the increment, Xn 

is the current seed and the generated Xn+1 becomes 

the next seed. In this simulation, m = 65536, each 

node’s a, c and Xn are independently chosen following 

the principles suggested by Knuth [50]. By requesting 

the parameters, m, a, c, and Xn, from a receiver, a 

sender can predict the receivers future wake-up times 

and prepare to send data at those times. EM-MAC does 

not need synchronization but it requires nodes to 

exchange information before nodes can make 

predictions 

 

Performance is measured by three quantitative metrics: 

1) average packet delivery latency;  

2) packet delivery ratio; and 

3) average energy consumption.  
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The minimum time needed by nodes to transmit or 

receive a packet is about 2 ms [14], e.g., using the radio 

chip Chipcon CC2420. The three metrics are described 

as follows. 

1) Packet delivery latency is measured by the average 

time taken by each delivered packet to be transmitted 

from the source to the destination. Note that those 

packets, which do not reach the destination 

successfully, have also been taken into account. Their 

delivery latency is the time interval, during which 

they exist in the network.  

2) Packet delivery ratio is measured by using the 

percentage of packets that are successfully delivered 

from the source to the destination. Each packet comes 

with a parameter, time-to-live (TTL), which is a 

positive integer. Once a packet is transmitted from a 

sender to a receiver (no matter whether successfully 

or unsuccessfully), the TTL of this packet subtracts 1. 

If the TTL of this packet becomes 0 and it has not 

reached the destination, the delivery of this packet is 

a failure. 

3) Average energy consumption is calculated by using 

the   total energy consumption to divide the number 

of nodes n the network during a simulation run. 

Simulation Results in Grid Networks: 

The topology of a grid network is like a chessboard as 

described in the previous section. Grid networks have 

three rules. 

 

1) Each of the four nodes that are located at the four 

corners has two neighbors. 

2) Each node on the edge has three neighbors. 

3) All the other nodes have four neighbors. 

Moreover, in this simulation, five sinks are located at 

the four corners and the center of the network, 

respectively. Therefore, the grid networks are highly 

regular. In this situation, the proposed approach, SA-

Mech., can work well, because SA-Mech. is based on 

reinforcement learning, and something with high 

regularity can be easily learned. In the grid networks, 

all the packets are transmitted to the four corners and 

the center, where sinks are located. This regularity can 

be easily learned by nodes under SA-Mech. as time 

progresses, and based on the learned knowledge, nodes 

can precisely approximate their neighbors’ situations. 

The detailed analysis of the simulation results is given 

in the following sections 

1) Performance of the Approaches in Different Scales 

of Grid Networks:  

 
Chart 1: Average delivery latency (ms) 

 
Chart 2: Packet delivery ratio (%) 
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Chart 3: Average energy consumption (mW) 

Above charts demonstrates the performance of these 

approaches in different scales of grid networks. The 

packet generation probability is fixed at 0.2. In Fig. 

4(a), with the increase of network scale, the average 

delivery latency in all of these approaches rises. This is 

because when the network scale increases, based on 

the routing approach used in this simulation, on 

average, each packet has to be transmitted with more 

steps to its destination. Thus, the average delivery 

latency will undoubtedly increase  EM-MAC is 

slightly, about 5%, Although in EM-MAC, nodes have 

to request their neighbors’ information for future 

wake-up prediction, that request is ondemand and 

only once.  

Performance of the Approaches Under Different 

Packet Generation Probabilities in Grid Networks: 

 
Chart 4: Average delivery latency (ms). 

 
Chart 5: Packet delivery ratio (%). 

 
Chart 6 Average energy consumption (mW). 

Also, as shown in chart 6, because of such a large 

number of packet delivery failures, the corresponding 

energy is consumed substantially. Therefore, in EM-

MAC, the energy consumption rises significantly 

(from 1898 to 2952 mW) as the packet generation 

probability increases, whereas in other approaches, 

the energy consumption just rises steadily due to the 

increasing number of transmitted packets in the 

network. 
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VI. CONCLUSION 

To improve a sensor network’s reliability and extend 

its longevity, sensor networks are deployed with high 

densities (up to 20 nodes/m3). However, if all sensor 

nodes in such a dense deployment scenario operate at 

the same time, energy will be consumed excessively. 

Also, packet collisions will increase as a result of the 

large number of packets being forwarded in the 

network. In addition, most of the data forwarded in 

the network will be redundant since when node 

density is high, sensing regions of the nodes will 

overlap and the data of adjacent sensor nodes will be 

highly correlated. In summary, sleep scheduling 

reduces both energy consumption and network traffic 

by avoiding the transmission of redundant data. This 

thesis introduced a self-adaptive sleep/wake-up 

scheduling approach. This approach does not use the 

technique of duty cycling. Instead, it divides the time 

axis into a number of times slots and lets each node 

autonomously decide to sleep, listen or transmit in a 

time slot. Each node decides based on its current 

situation and an approximation of its neighbors’ 

situations, where such approximation does not need 

communication with neighbors. 
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