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ABSTRACT 

 

Breast cancer is a type of cancer that emerge in breast of a women or a men. mostly women are affected by 

breast cancer than men. it is important to know that most breast lumps are benign and not a cancer. There are 

different types of breast cancer and most common type of breast cancer includes ductal carcinoma in situ (DCIS) 

and invasive carcinoma. classification and data mining methods are an effective way to classify data. Most 

commonly in medical field, where those are widely used in diagnosis of breast cancer. Women with 40 to 50 or 

older are average risk of breast cancer. women nearly age of 30 are mostly affected by the risk of breast cancer. 

Closely in 2012 1. 7 million new breast cancer cases were diagnosed. Breast cancer is mosttly diagnosed among 

women for breast cancer for 140 of 180 countries. After skin cancer Breast cancer is the most common cancer 

among American women. Nearly 500 men will die in breast cancer. 62 percent of breast cancer cases are 

diagnosed at a sectarian stage, for which 5 years of survival rate is 99%. Machine learning technique is used for 

prediction of breast cancer using data set. we have used WEKA tool for predicting the accuracy rate using 

various algorithms. Here we have used algorithms of IBK, Simple logistic, Naive bayes, Decision table, 

Multilayer perception. 
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I. INTRODUCTION 

 

Breast cancer is a type of cancer that emerge in breast 

of a women or a men. mostly women are affected by 

breast cancer than men. it is important to know that 

most breast lumps are benign and not a cancer. There 

are different types of breast cancer and most common 

type of breast cancer includes ductal carcinoma in 

situ (DCIS) and invasive carcinoma. classification and 

data mining methods are an effective way to classify 

data. Most commonly in medical field, where those 

are widely used in diagnosis of breast cancer. Women 

with 40 to 50 or older are average risk of breast 

cancer. women nearly age of 30 are mostly affected 

by the risk of breast cancer. Closely in 2012 1. 7 

million new breast cancer cases were diagnosed. 

Breast cancer is mosttly diagnosed among women for 

breast cancer for 140 of 180 countries. After skin 

cancer Breast cancer is the most common cancer 

among American women. Nearly 500 men will die in 

breast cancer. 62 percent of breast cancer cases are 

diagnosed at a sectarian stage, for which 5 years of 

survival rate is 99%. Machine learning technique is 

used for prediction of breast cancer using data set. we 

have used WEKA tool for predicting the accuracy 

rate using various algorithms. Here we have used 

algorithms of IBK, Simple logistic, Naive bayes, 

Decision table, Multilayer perception 

 

II. LITERATURE SURVEY 

 

There are several studies based on the diagnosis of 

breast cancer using statistical approaches and 

artificial neural networks. Prediction of breast cancer 
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or any others disease using data set has created a 

affective impact on past two decades. Here the 

various author had studies on outcomes of breast 

cancer. Lerman et al at 1995 had a study design on 

cross section on breast cancer. Ganz et al at 1995 had 

a study design on RCT the outcome is QOL. Stefanek 

et al at 1995 had a study design on cross section and 

the outcomes is cancer related worry. Among the all 

gone through article the most common outcome was 

HRQOL.  

 

[1]. M. Navya sri et al at 2019 has used WELKA tool 

to has made the comparative analysis between 

Decision Tree J48 algorithm and Bayesian 

classification to determine the breast cancer among 

the women and the result of this experiment is J48 

have given 75. 875% accuracy and 75. 17% of 

Bayesian  

[2]. Chintan et al at 2013 had using algorithms 

namely Naive Bayes, DT, KNN to predict the cancer 

and the result shown that naive bayes works 

effeciently than the other two algorithms.  

[3]. K. Goyal et al in 2019 used Adaboost, SVM, 

Random Forest, Naive Bayes, Decision tree 

algorithms in WEKA tool, J48, Logistic Regression.  

[4]. Askhya yadav et al at 2019 used anaconda a, 

python tool and SVM, ANN, KNN, DT, RF 

algorithms they made the performance comparison 

and concluded that SVM & Random Forest have 

highest accuracy whereas Naive bayes classifier have 

a highest precision rate.  

 

Table 1 

 

ALGORITH

M 

ACCUR

ACY 

FP 

Rate 

PRECISI

ON 

RECAL

L 

F-

MEASU

RE 

MCC ROC 

AREA  

PRC 

AREA 

NAIVEBAY

ES 

97. 6731 0. 104 0. 939 0. 944 0. 941 0. 842 0. 976 0. 983 

IBK 95. 6892 0. 097 0. 967 0. 972 0. 969 0. 917 0. 956 0. 955 

DECISION 

TABLE 

98. 2331 0. 104 0. 941 0. 966 0. 953 0. 872 0. 979 0. 980 

RANDOM 

FOREST 

99. 1678 0. 75 0. 966 0. 980 0. 968 0. 913 0. 991 0. 991 

SIMPLE 

LOGISTIC 

99. 7612 0. 052 0. 976 0. 986 0. 976 0. 940 0. 996 0. 997 

 

DATASET DISCRIBTION 

I 

n the dataset used for predication of breast cancer 

there many attributes were used. In that dataset 

patients id, diagnosis list, radius_ mean, texture_ 

mean  perimeter _mean, area_ mean, smoothness_ 

mean, compactness _mean concavity _mean, 

concave points _ mean symmetry_ mean, fractal  

 

 

 

 

_dimension _mean,  radius _se, texture_ se, 

perimeter_ se , area _se, smoothness_ se 

compactness _ se,  concavity _se, concave points 

_se the above listed columns were used.  
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III. PROPOSED SYSTEM 

 
Fig 2 

 

The above diagram fig 1. 1 shows the mechanism of 

predicting the accuracy for breast cancer. The data 

set is put into the weka tool and the accuracy is 

predicted by selecting the different kind of 

algorithms. we have used five algorithms in our 

prediction namely naive bayes, ibk, decision table, 

simple logistic, random forest. The classifier output 

have the FP rate, TP rate, Precision, Recall, F-

measure, MCC, ROC area, PRC Area and class. we 

have calculate the accuracy using the precision. 

accuracy of all algorithms are calculated. And the 

final predication is made according to the algorithm 

having highest accuracy rate.  

 

IV. DATA PREPROCESSING 

 

Data preprocessing is used for removing the 

unwanted columns or features in the dataset, and 

keeping only the required attributes. The essential set 

in the data mining process is data preprocessing In 

this dataset we take two tasks for carried out for 

preprocessing the data. We performed the missing 

values value analysis and it perform that there is no 

missing values in the dataset. And we expect that 

abstraction that the classifier to learn during training 

which might not achieve with the simple dataset. It 

leads to good classification results and improve the 

mining process efficiency. The data processing tasks 

such as data cleaning, data reduction and the data 

integration. Data integration is important and useful 

when the data merged from different and multiple 

data sources. ng. Data preprocessing are used in 

various stages to remove errors from the input data so 

that it cannot effect the experimental results. In 

classification we remove the unwanted columns like 

perimeter _mean, area _mean and use the desired 

columns like precision, Recall etc…. And we 

calculate the result using the accuracy. During 

preprocessing stage, the data is partitioned into the 

training set and the validation set.  

 

V. TYPES OF ALGORITHM 

 

NAIVE BAYES 

 

It is a classification algorithm. it makes the algorithm 

with highest probability. it is a classifier. There is no 

any other difference than olden machine learning 

algorithms. Naive bias is an powerful algorithm for 

the predictive modeling. It is a supervised machine 

learning algorithm that uses Bayes theorem. This 

theorem explains that naive assumption that the 

input variables are independent of each other. It 

allows the hypothesis to update each time and then 

new evidence can be introduced. And it examines 

that probability of event is based on the prior 

knowledge of any event related to former event.  

The mathematical formula for evaluating accuracy 

 

DECISION TREE 

Decision tree consists of two main parts they are 

nodes and rules(tests). The concept of this algorithm 

is to draw the flowchart for root at top. All other non 
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leaf nodes represent a test to single or of multiple 

attributes until it reach a leaf node(final result). 

Decision trees are used in data mining and 

classification. Decision tree provides a clear 

indication to important attributes major part of 

establishing rules between attributes is indicating the 

importance level of each one. It provides less 

computations compared to other classification 

algorithm such as mathematical formulae.  

 

The mathematical formula for evaluating accuracy: 

 

 
         Fig 3 

The above diagram shows the decision tree working 

in flow chart approach.  

SIMPLE LOGISTIC REGRESSION 

Simple logistic regression(SLR)[14] is a linear logistic 

model using logic boot algorithm. As logic boot 

algorithm uses a symmetric model, a sufficient 

number of iteration is performed in simple logistic 

regression to train a model. Built in attribute 

selection is performed in SLR as an additional 

advantage If we use simple logistic regression and it 

also gives the best performance of the classifier.  

 

The mathematical formula for evaluating accuracy: 

 
IBK 

 

The IBK algorithm is inspired by nearest 

algorithm(knn). IBK algorithm does not generate a 

model while classification but generates a prediction 

for a test sample just in time. The IBK algorithm uses 

a distances measure to find ‘ k’ close instances in the 

training data of each test sample and uses a selected 

distance to estimate. The aim is to elaborate on 

simple IBL algorithm(IBI) and provide an analysis of 

which class of concepts can be learned. It is in 

similarity of numerical values. The classification 

function takes the results and classification of the 

similarity function and it performs the recording of 

the instances in the concept of description.  

The mathematical formula for evaluating accuracy: 

 

RANDOM FOREST 

Random forest is a set of decisions which is used to 

classify the data set. Random forest is also known as 

classification and regression tree(CART). collection of 

decision trees. is random forest. Random forest 

iteratively takes a series of questions based on that 

answer it will ask another set of questions to classify 

the data. Take the test data sets and randomly creates 

the decision trees. Find the decision of each decision 

tree according to the majority. Choose the high value 

as the final decisions.  
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The mathematical formula for evaluating accuracy: 

 

 
VI. RESULT 

NAIVE BAYES 

 
fig 4 

 

RANDOM FOREST 

 
fig 5 

 

IBK 

 
fig 6 

 

 

 

SIMPLE LOGISTIC 

 
fig 7 

DECISION TREE 

 
fig 8 

 

We have used different algorithms for predication of 

breast cancer using weka tool. There we have used 

five types of algorithms for the predication. naive 

bayes, simple logistic, random forest, decision table, 

IBK. we have calculated the accuracy for each of the 

algorithms. Naive bayes have produced the accuracy 

of 97. 6731, IBK have given the accuracy of 95. 6892, 

Decision table have produce the accuracy of 98. 2331, 

Random forest have stated accuracy of 99. 1678. 

simple logistic produced the accuracy of 99. 7612.  

 

VII. CONCLUSION 

 

To predict the outcomes in medical field, machine 

learning tools and data mining tools are mainly used. 

we have used five algorithms for predication of breast 

cancer, the accuracy are analyzed for five algorithms 

like Naive bayes, IBK, Simple logistic, Decision table, 

Random forest. in those algorithms Simple logistics 

has produced the accuracy of 99. 7612 % in 

comparison with other algorithms. finally concluded 

that the simple logistic have given the effective 

algorithm for the predication of breast cancer and 

diagnosis of ailment with lowest error rate.  
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