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ABSTRACT 

 

In the phrases words contains crucial information which helps in feature extraction process. The established 

techniques for such has huge problem and has limitations in feature extraction process and also it ignores the 

grammatical structure for the phrases. So results as poor features get extracted. So to overcome this problem a 

system is proposed which is based on generation of parse tree for the input sentence and cut down into sub-tree 

subsequently. The branches of the tree are extracted using part-of-speech (POS) labelling intended for candidate 

phrase. To stay away from redundant phrases filtering is recommended. Finally machine learning is used for the 

Feature categorization progression. The result illustrates the effectiveness of the approach. 

Keywords :  Key Phrase Mining, Candidate Feature Mining, Feature Selection, Feature Classification, Natural 

Language Processing. 

 

I. INTRODUCTION 

 

In the today’s world every person uses the electronic 

devices and internet on it. So the data produced by 

such gradually requires very faster updates. In lots of 

aspects such as phrase mining, document 

categorization the automatic key-phrase identification 

is an issue. The various methods are projected within 

the literature section to tackle such issue which is 

mainly classified within firstly supervised and 

secondly unsupervised learning method. The 

candidate feature choice persist an essential job in each 

projected result, and consequently effectiveness in 

addition to strength as concerns the method mainly 

based on the fundamental candidate feature mining 

method. 

 

The n gram and noun phrase based are some 

approaches which are used in the candidate feature 

mining. This method has some difficulty regarding the 

catalogue of candidate phrases. The difficulty in the n 

gram based technique is of range concerning to n gram 

which is limited up to certain range and the other is 

the candidate phrases are likely to be grammatically 

inaccurate, also they do not all the times grasps 

complete information [1].Similarly in the noun phrase 

based technique the noun phrase may able to be a 

singular noun either the cluster regarding words this 

may outline noun and include complexity such no 

more each noun can be key phrase and equally, there 

may be phrases other than noun that are ultimately  

key phrases or it may be a part of an key phrase.  

 

The whole scenario for input expression is shown 

while developing the parse tree for the input 

expression. This depicts in broad composition as well 

as association with different units of the input 

expression. In [2] the example of an input expression 

is specified, which shows the POS tag of words and 

furthermore inter linking among different parts of an 

expression. So therefore, after analysing the expression 

parse-tree and then mining the most considerable 
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candidate phrase which is been based upon the parsing 

method and which is more capable as compare to the 

POS tagging technique. Moreover, when assessment 

regarding absolute sentence format is being carried out, 

inspection can be done that the input sentence may tag 

as simple sentence, compound sentence or else 

complex sentences. The simple sentences which have 

single clause; this clause inside the language comprise 

the two segments; one is noun phrase beside with verb 

phrase. The compound sentences in an English 

language which consists of the two or more-clause 

along with the coordinating conjunctions. The 

complex sentence in an English language which 

contains a particular main clause along with one either 

supplementary adverbial clause tied with auxiliary 

conjunction [3]. Therefore, clause composition is the 

elementary unit of the sentence which offer the total 

information regarding the key concept. Generally 

clauses may consist noun phrases, verb phrases and 

prepositional phrases. So, in the favour of capable 

candidate feature mining the three types about phrases 

must planned consecutively rather than a noun phrase 

only as well as then best work be able to attain by 

analysing an input sentence in the composition 

relating to the parse-tree.  

 

II. RELATED WORK 

 

In almost all the approaches for the key concept 

identification the candidate feature extraction is a 

common task. For such most of them depends on the 

two conventional techniques n gram and noun phrase 

based approaches. The techniques which is based on 

the n grams [4]-[9] aims at reaching maximum recall 

for candidate feature extraction. As we have discussed 

in above section that is of length of the n gram is 

restricted to an extend and also they are mostly 

grammatically incorrect as they do not always capture 

the complete information [1]. So for alternative to this 

problem the solution is to use POS tags or noun 

phrases [1], [10]-[16]. This follows the Hulth 

observation that mostly the key phrases are to be a 

noun phrases [17].  The pre-processing is the first step 

in this algorithm which depends on POS tags. These 

tags are for each word in an input sentence and 

therefore makes easy for fetching the noun phrases as 

a candidate feature. Most of the techniques are based 

on these dual approaches in favour of candidate 

feature mining.. The [18] employ lots of sentence 

constraint method which is located over the phrase 

network [19], [20], intended for obtaining the 

preliminary candidate feature, as, s some call it as 

compression candidate. The directed word graph for 

given wording are constructed using this approach. 

Where the node in a graph depicts the sole word and 

edges depicts composition concerning genuine 

lexemes which is phrase arrangement. Compression 

candidates are retrieved using common paths which is 

present in a graph. Another approach is word 

expansion for candidate feature extraction [21]. This 

approach  firstly generates the set of nucleus words 

that helps in finding the logical location for the 

potential key phrases. So after this the method which 

is depending over the core lexeme extension tree is to 

be applicable and which construct the candidate 

features relative to such position. This approach 

entitles the highest concerning the dual candidates can 

be produced as of every occurrence of this core lexeme. 

A few may use heuristic approach [22], [23]. 

 

In [24] and in [25] they utilize narrative knowledge for 

key phrase mining and choose candidate phrase which 

is respected to the Wikipedia by means of the 

Wikipedia Miner to map among an specified input text 

as well as the Wikipedia entities. The [26] illustrate an 

approach that depends on noun-phrase technique 

with an order concerning POS tag’s linguistic pattern. 

This simply picks the phrases which contains nil 

otherwise additional adjectives as well as coming with 

single or supplementary noun. In [27] Wu et al. 

Propose a probabilistic technique for the keyword 

mining which then motivated with visual 

consideration method. The probability-based scores 

are given for each keyword which is measured like 
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candidate features. The [28] acclimatised the 

circulated depiction concerning the lexemes for 

mining the phrases used in favour of conspicuous 

categorization. Here the lexemes which may use like a 

candidate feature is assign class which depends over a 

cosine similarity concerning that candidate lexeme by 

a centroid lexeme of a specified document. 

 

III. PROPOSED METHODOLOGY 

 

Following are the steps of system model as shown in 

Figure. 1 : 

 

 
Figure. 1. Proposed System. 

 

3.1. DATASET 

The dataset will be the input to our technique. Our 

technique will take data set which will be 

unstructured text document. The typical example of a 

dataset which is unstructured is given in the [29] 

which consists of news stories and respective sources 

of them and also another Inspec database which 

consists of 2000 abstracts  is used in [30].  

 

3.2. SENTENCE PARSE TREE AND SUB TREE 

GENERATION 

The unstructured text document which is our input is 

firstly divided into the catalogue of sentences. Then 

the divided catalogue of sentences is given to the 

sentence parser, then for each and every sentence it 

generates the parse tree and a catalogue of a 

corresponding parse tree is returned. For this purpose 

we make use of the Stanford Parser [31]. The catalogue 

of this tree structure that we have got in this step is 

then given to the next step which is of candidate 

phrase selection for the further analysis to get more 

meaningful features. 

 

3.3. CANDIDATE PHRASE SELECTION 

After parsing the document the next step is of 

generating the comprehensive catalogue of a candidate 

phrases. In this the significant list of candidate features 

is returned in the course of mining element in a sub-

tree which will be meaningful. For this the sub tree is 

branched like it is noun, verb or prepositional phrases 

and then the leaves of sub tree are coupled and naming 

to it is given either as Noun Phrase (NP) or Verb 

Phrase (VP) to gain the candidate phrase. For this 

purpose the catalogue of POS tag are too extracted 

commencing the sub tree which is used in the 

subsequent step. The POS tag-sets are been used 

comprehensively for mining of the features from the 

sub-tree branches. In the stage of the POS assignment 

the POS tags are allocated to the branches using the 

cascade of stochastic and rule-driven taggers and 

accordingly the output is automatically tokenized. 

Within [32] a range of POS tags or the catalogue is 

shown for the POS tags on which the tagging of the 

branches of sub-tree is based like for Coordinating 

conjunction CC is used, for Cardinal number CD is 

used, for Interjection UH is used respectively which 

will be used during our work. The limited number of 

POS tag-sets are been used just to eliminate 
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redundancy by taking into account of lexical as well as 

syntactic information. To keep away from redundancy 

tagging similar to for do--the base form (DO), the past 

tense (DOD), and the third person singular present 

(DOZ) is done. The redundancy can be removed by 

using such type of tags for other like be, was etc. For 

obtaining our final catalogue of features filtering 

process is carried out in the next succeeding step. 

 

3.4. FILTERING 

This process has huge contribution in the performance, 

so this is very important step. In this step the catalogue 

of the candidate features which are achieved in the 

previous step are filtered by means of various heuristic 

regulations. Some of the regulations are of type that it 

should not finish with stop word or it should not have 

any punctuation mark in it.  By concerning such rules, 

the catalogue of desired candidate features can be 

gained.  

 

3.5. REDUNDANT PHRASE ELIMINATION 

Our filtered list which is obtained from the filtering 

step may contain some redundant phrases as one 

phrase may be the part of another phrase. So, in this 

step our focus is on removing such redundant phrases 

to obtain our final catalogue of candidate feature. In 

this the elimination of the phrases which are 

overlapped, or part of other phrases is done. Such as if 

one Verb phrase it is been part of another verb phrase 

in same sentence then remove it. Similarly, the phrase 

which is noun is eliminated in a similar manner. So by 

performing this redundancy can be eliminated.  

 

3.6. FEATURE SELECTION AND FEATURE 

CATEGORIZATION 

As we get the catalogue of the candidate features the 

top words need to be selected. So in the Feature 

selection process the top words are been selected. So 

for this we extensively use the Term frequency inverse 

document frequency (Tf-Idf) algorithm. This Tf-Idf is 

combination of the two different words that is term 

frequency (TF) and the inverse document frequency 

(IDF). TF(w) = (Number of times term w appears in a 

document) / (Total number of terms in the document) 

Consider a document containing 100 words where in 

the word 'Cauvery' appears 3 times. 

 

TF = 3/100 = 0.03.                                                (1) 

 

IDF(w) = log_e(Total number of documents / Number 

of documents with term w in it) 

 

Now, assume we have 10 million documents and the 

word 'Cauvery' appears in 1000 of these.  

 

IDF = log_e (10,000,000/1000) = 4.                    (2) 

 

Thus, the Tf-Idf weight is the product of these 

quantities TF-IDF = 0.03 * 4 = 0.12.                    (3) 

 

So by calculating such score the top words are been 

selected.  After the top word gets selected then there 

is need to categorize relevant to the class accordingly. 

So finally feature categorization process is carried out 

for text classification which requires training a model 

which is based on previously classified document. 

Then the text classifier is able to build and used in 

favour of predicting the class label of fresh document 

as per their content. So for this the k-Nearest 

Neighbour (k-NN) algorithm is used. K-Nearest 

Neighbour is used mainly when all the attributes are 

continues .Simple K-Nearest Neighbour algorithm 

have following steps:  

 

Steps 1) find the K training instances which are closest 

to unknown instance.  

Steps2) pick the most commonly occurring 

classification for these K instances. 

 

There are various ways of measuring the similarity 

between two instances with n attribute values. Every 

measure has the following three requirements. Let 

Dist(A,B) be the distance between two points A,B then, 
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1) Dist(A,B)≥0 and dist(A,B)=0 if A=B 

2) Dist(A,B)= Dist(B,A) 

3) Dist(A,C)≤ Dist(A,B)+ Dist(B,C) 

Property 3 is called as “Triangle in equality”.  

Thus the top word get categorised and thus the final 

desired candidate feature is obtained. 

 

IV. RESULT 

 

The result shows the overall performance of the 

system for the candidate feature extraction and the 

categorization process. The graph for the parameters 

Precision, Recall, F-Measure and accuracy are shown 

below.  

 

 
Figure. 2. Precision. 

The 2 Words, 3 Words and 4 Words are the extracted 

candidate phrases. The above figure shows that the 3 

Words have the highest Precision of 78.65 than the 2 

Words and 4 Words.  

 

 
Figure. 3. Recall. 

The 2 Words, 3 Words and 4 Words are the extracted 

candidate phrases. The above figure shows that the 3 

Words have the highest Recall of 93.33 than the 2 

Words and 4 Words.  

 
Figure. 4. F-Measure. 

The 2 Words, 3 Words and 4 Words are the extracted 

candidate phrases. The above figure shows that the 3 

Words have the highest F-Measure of 85.37 than the 2 

Words and 4 Words.  

 
Figure. 5. Accuracy. 

The 2 Words, 3 Words and 4 Words are the extracted 

candidate phrases. The above figure shows that the 3 

Words have the highest Accuracy of 74.47 than the 2 

Words and 4 Words.  

 
Figure. 6. Mathematical Parameters. 
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The above figure shows the overall percentages of the 

mathematical parameters, Recall, Precision, F-

Measure and Accuracy.  

 

V. CONCLUSION 

 

This paper presents an extensive method to mine the 

candidate phrases from input unstructured document 

text.  The propose technique makes the use of the parse 

tree and sub tree generation for analysing the sentence 

structure for feature mining. This sub-tree is branched 

using the POS tags and using this POS tags the wide-

ranging catalogue of the candidate features are 

extracted. Then the top words are been selected using 

the Tf-Idf algorithm for further classification of the 

features. The k-NN methodology is used for the 

feature categorization process which categorizes the 

top words relevant to the class. So, the result shows the 

performance of the system for feature selection and 

categorization process. 
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