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ABSTRACT 

 

Handwritten digit recognition, is a technique of identifying and enlisting the recognized digit, that uses neural 

networks, deep learning and machine learning. The applications and demand of handwritten digit recognition 

systems such as zip code recognition, car number plate recognition, robotics, banks, mobile applications and 

numerous more, are soaring every day. It can be done through numerous approaches, but convolutional neural 

network is considered one of the best methods. The special neural network uses multilayer architecture for 

identification and classification. Although the accuracy factor can be increased, based on image preprocessing, in 

this paper we discuss how the accuracy of the system can be increased for better handwritten digit recognition, 

using convolutional neural networks, image preprocessing; binarization, resizing, rotation. The accuracy rate 

obtained is 99.33%. 
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I. INTRODUCTION 

 

Digit recognition is an application of a computer 

system which makes it able to recognize the 

handwritten inputs like digits from various kinds of 

sources like images, papers, emails, letters and more. 

This ability of a computer is very important as it can 

reduce manpower in areas like postal address 

interpretation, bank check processing, signature 

verification, etc. This topic has been for a lot of years 

a big topic of research. A lot of classification 

techniques using Machine Learning have been 

developed and used for this like K-Nearest Neighbors, 

SVM Classifier, Random Forest Classifier, etc. but 

these methods although have enough accuracy, are not 

enough for the real-world applications. One example 

of this is, if you send a letter with postal code as 

“452311” and the system detects and recognizes it as 

“452811” then it will not be able to deliver the letter 

due to incorrect postal code [1]. Thus, accuracy in 

these 

applications is very critical but these techniques do not 

provide the required accuracy due to very little 

knowledge about the topology of a task. Here comes 

the use of Deep Learning. In the past decade, deep 

learning has become the hot tool for Image Processing, 

object detection, handwritten digit and character 

recognition etc. A lot of machine learning tools have 

been developed like scikit-learn, SciPy-image and 

pybrains, Keras, Theano, TensorFlow by Google, 

TFLearn etc. for Deep Learning. These tools make the 

applications robust and therefore more accurate, also 

the Artificial Neural Networks can almost mimic the 

human brain and are a key ingredient in image 

processing field. We applied CNN model, using Keras 

library in python, for handwritten digit recognition, 

with improves image preprocessing. Implementing a 

better and accurate approach to perceive and foresee 

manually written digits from 0 to 9 from images [2]. 

Previously many problems have been faced in this 

research area one of them which 
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we will be solving is the preprocessing part, so as to 

make it perfect for input. Improving the image for 

better classification and identification, with methods 

like binarization, rotation, resizing. This can possibly 

overcome problem of current pre-processing issues 

and result us in a non-distorted, clear image so that we 

can deploy this highly accurate algorithm in real 

world application. 

 

II. METHODS AND MATERIAL 

 

A. CNN and Previous Work 

Convolutional neural network is a special type of 

neural network, which are computing systems that can 

perform specified tasks, by learning algorithms and 

examples. These are inspired by the neurons and 

neural network in human beings, in artificial neural 

network there are nodes and connections between 

these nodes make a connected neura network. 

Convolutional neural networks or CNN 

dominate in image, video processing and recognition, 

are artificial intelligent systems that apply deep 

learning techniques for classification, processing and 

recognition tasks. In CNN, there are one or more 

convolutional layers, which get the input values from 

the previous, multiple layers, that are similar. The 

input values share common weights and are similar 

[3]. Convolutional neural networks are extensively 

used for image recognition systems such as digit 

recognition. Several projects have been made on digit 

recognition using numerous algorithms and models 

like CNN, k- nearest neighbor, random forest 

classifier, support vector machine etc. Research has 

shown CNN has the best results out all other methods 

[4]. Combinations of the several algorithms such as 

KNN-SVM, or with extra filters such as Gabor filters 

[5]. The results from CNN, can be further increased, 

if the inputs provided to the neural network are 

distinctive, clear and easy to process, in the image 

preprocessing stage. 

B. MNIST Dataset and selecting algorithms 

 

The MNIST database or Modified National Institute of 

Standards and Technology database, is a huge database 

of gray scaled images of handwritten digits from 0 to 

9. It’s broadly used in machine learning, image 

processing and training. We obtained and visualize the 

dataset; it has 70,000 total images, out of which 60,000 

are training and 10000 for testing. The images are 

represented in square size of 28x28 pixels. All the 

images are written differently, for instance the digit 1 

is written in slightly different manner than other in 

terms of size, alignment and same for the other 

numbers, as in the figure 1. 

 

 

Figure 1. Handwritten digits from MNIST dataset 

The data obtained can be classified using a few 

algorithms: kNN, SVM, RFC, CNN. kNN is k-nearest 

neighbor algorithm, that performs classification and 

regression, according to the character data in the 

neighborhood in the feature space. kNN showed 

accuracy of 96.20% [6]. SVM or support vector machine 

is also a classification algorithm which uses 

hyperplane for classification. SVM showed accuracy of 

97.3% [7]. CNN or convolutional neural network, has 

been proven to be a method of high accuracy as 

compared to others. CNN has achieved 98.10% 

accuracy [8]. The results from CNN can be expanded, 

if the image preprocessing is performed with precise 

rotation, resizing and binarization. 
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C. Image preprocessing 

 

A higher accuracy can be achieved for any image 

recognition, depending upon the preprocessing 

process [9]. Once the training of the model is done we 

are going to test our model on the test images from the 

MNIST dataset but before testing our model we first 

have to make the input image ready so that we can 

convert an RGB bigger sized image to a grey scale 

28*28 pixel image because the image in the dataset are 

in the form of grey scale and having a size of 28*28 

pixel for doing so we will use some of the algorithms 

provided by OpenCV [10]. One thing we should keep 

in mind is that we can also test our model on images of 

dataset itself and in doing so we don’t need any kind 

of image pre- processing [11]. 

 

1). Grey-scaling of RGB image: Grey-scaling of an 

image is a step by which an RGB image is converted 

into a black and white image. This process is very 

important for Binarization because after rescaling of 

the image, only shades of grey remains in the image, 

Binarization of such image is now more efficient than 

before [12]. 

1). Binarization: Binarization of an image includes 

converting it into an image which only has pure 

black and pure white pixel values in it. During 

Binarization of a grey-scale image, pixels with 

intensity lower than half of the full intensity value 

gets a zero-value converting them into black ones. 

And the remaining pixels get a full intensity value 

converting it into white pixels. Binarization is easy 

to acquire, i.e., simple digital cameras can be used 

together with very simple frame stores, or low-

cost scanners, or thresholding may be applied to 

grey-level images. Binarization needs low storage, 

no more than 1 bit/pixel, often this can be reduced 

as such images are very amenable to compression 

[13]. Processing is simple, i.e., algorithms are in 

most cases much simpler than those applied to 

grey-level images. 

 

2). Rotation: For usage in the real world out there our 

project should also be able to read handwritten 

digits from various angles and of different 

orientation. Thus, rotation of the digits extracted 

from the image becomes very necessary. Rotation 

is the changing of the orientation of the digit in 

the pre-processing step for making the recognition 

part easier for out project [14]. We are going to 

train our model to make it capable of rotating the 

digits by itself for more efficient recognition of 

handwritten digits. We are going to train our 

model with the help of a dataset called MU Hand 

Images ASL. The MU Hand Images ASL dataset 

comprise of 700 images of each digit collected by 5 

individuals. Each one of them has multiple images 

which are taken by them from different positions 

of camera and lighting. There are 70 pictures of 

each type of digit [15]. For image processing, the 

images collected images are of random sizes. Now 

to feed our model, the images we put should need 

to be of equal size. Thus, we are going to use image 

scaling technique to resize each image to 28*28 

[16]. 

 

Preparation of new dataset, we are using uniform 

random rotation in range [0degree, 360degree] to 

create our rotates image. We have created a number of 

rotated images from each fixed angle image to increase 

the efficiency of our project. Therefore, the images of 

our dataset consist of 7000 images. 
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TABLE I DIGITS AND SAMPLES 

Digit No. of samples 

0 700 

1 700 

2 700 

3 700 

4 700 

5 700 

6 700 

7 700 

8 700 

9 700 

Total 7000 

 

3). Resizing: Resizing is the increasing or decreasing 

of pixels in an image without distorting the quality of 

it. Our model requires 28 * 28 pixels as the input image 

size. Anything more or less will face problems and 

thus will affect the accuracy of our project. Not all of 

our images are the exact size we need them to be thus 

resizing becomes necessary [17]. 

The Connected components is the data extracted from 

an image(2D), which are clusters of pixels with the 

same value, which are connected to each other 

through either 4-pixel, or 8-pixel connectivity. These 

CCs left in this process of resizing, are most probably 

hand written digits. Thus, they are filtered CCs which 

can now be resized to the standard size of 28*28 pixels. 

Conventional resizing of images causes in poor data, 

which is very difficult for recognition. For example, 

the digit ‘8’ is very tough to recognize after its 

conventional resizing because of its large aspect ratio 

[18]. A very smart resizing algorithm is necessary for 

image to nicely adapt space available without causing 

harm to the image so that the resized image is smaller 

in size, but its aspect ratio is similar as that of the 

original image. In this algorithm, firstly the resizing of 

CCs is done dynamically to match the height of 60 

pixels or to match width of it around 40 pixels so as to 

maintain the aspect ratio of the components. Next, the 

placement of CCs will be done in standard sized image 

of 28*28 pixels in the top left corner. 

As the images in the dataset are of 28 * 28 pixels thus 

we need to resize the input image to 28*28 pixel. 

 
Figure 2. Resizing the image from 300*300 to 28*28 

pixel 

 

D. The CNN Model 

 

Convolutional neural network is a multilayer network 

that has the essential convolutional layer or layers. 

This layer is vital for the image processing part. The 

other layers include ReLU, pooling and fully 

connected layer, which are as important as the 

convolution layer. CNN architecture is best for the 

identification, classification and extraction of any 

image. The model processes the whole image by 

dividing the image into small sections called features, 

these features undergo through a series of processes, in 

the layers, which then produces a result as an 

identified digit. The model consists four major layers: 

Convolution, ReLU, pooling and fully connected layer 

[19]. 
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Figure 3. CNN Architecture 

 

The convolution layer divides the image into small 

segments called features. The first layer has 20 

convolution filters, which go over a sliding window of 

5x5, on the image. The image of 28x28 pixels, matrix 

size. The layer produces the pixels with most intensity 

values, called convolutional feature map, to the next 

layer. ReLU or rectified linear unit layer, is an 

activation layer. It acts as an activation function for the 

values from the first layer. It filters the values and 

ensures that only the matching and required values 

pass through the layer. The intensities with higher 

value are of dark shade as compared to the intensities 

with lower value. The darkest pixel shade is black 

having an intensity value of 255 and white has 0. High 

and low intensity values are identified and passed 

further, to the pooling layer. This layer performs 

dimension reduction, it reduces the size of the sample 

image and makes a small image, by pooling the pixel 

values from ReLU layer. The processing of this layer is 

quick, as the sample size is reduced. The small images 

are again put through the layers from convolution to 

pooling, until a smallest and precise set of pixels is 

obtained, called a pooled feature map. This map is 

further feed into the fully connected layer. The layer 

is fully connected to all the other layers in the 

network. Classification of the data is performed by this 

layer, using SoftMax classifier. The classifier, from the 

input data, normalizes it and produces a probability 

distribution of the predicted 10 output classes. It 

returns a probability value for each of the 10 class, 0 to 

9. The highest probability is selected for the final 

classification, for the network and the digit is 

recognized. 

III. RESULTS AND DISCUSSION 

 

The CNN model, took 1 hour 10 minutes for training, 

and produces an accuracy rate of 99.33%. The model 

took 15 epochs, for training 60,000 samples and 

validating 10,000 samples. The model works better for 

images of size 28x28 pixels, when the images aren’t of 

that pixels, the model doesn’t function proper. But 

with improved image preprocessing, the model 

showed growth. CNN is exceptional for image 

processing, kNN, SVM don’t provide as high accuracy 

rate as of CNN. The graph below, depicts the 

comparison amidst the three algorithms, and the bar 

for CNN is quite high. The model was successful for 

better handwritten digit recognition. 

Figure 4. Comparison between kNN, RFC, CNN. 

 

IV. CONCLUSION 

 

In this paper, we applied CNN model for handwritten 

digit recognition, with refined image preprocessing. 

CNN is exceptional approach for image processing 

problems, and with better preprocessing, the results 

are even better. We applied binarization, resizing, 

rescaling, on the MNIST dataset, that has 70,000 

images of handwritten digits, and then feeding the 

refined images as input for CNN model. CNN 

processed the images through the multiple layers 
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performing classification, extraction and finally 

producing a recognized image of the digit. The model 

accomplished an accuracy rate of 99.33%. We also, 

compared the CNN model to other algorithms such as 

SVM, kNN and find out it is superior to the two. 

Although the CNN model requires time for training 

and testing of the data, the results it produces are 

commendable, which makes it convenient and 

pragmatic for future usage. 
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