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ABSTRACT 

 

Today, we mostly use online Social Networks (OSNs) to send messages to one another, but there are no 

restrictions on any sort of message flow. In this project, we will provide users the option to regulate the 

messages posted on their own private area in order to avoid the appearance of undesirable content. This will be 

accomplished using a flexible rule-based system that lets users to create the filtering criteria that will be applied 

to their wall, as well as a machine-based soft classifier that will automatically label messages in support of 

contend-based filtering. If this type of posting of undesirable messages on a user's wall occurs frequently, the 

system will automatically add that person to a blacklist. This is accomplished using a flexible rule-based 

framework that lets users to tailor the filtering criteria that are applied to their walls, as well as a Machine 

Learning-based soft classifier that labels messages automatically in support of content-based filtering. Each user 

is considered to act independently in content-based filtering. In this work, we suggest a system that, with the 

aid of information filtering, may allow OSN users to have direct control over posting or commenting on their 

walls. When a user submits a message, the filtered wall intercepts it and applies Filtering and Black List Rules to 

the message. If the message does not breach the filtering and black list criteria, it will be shown on user walls. 

Keywords : Filtering System, Content-Based Filtering, Text Classifier, Demographic Filtering, Blocking. 

 

I. INTRODUCTION 

 

Online Social Networks (OSNs) are internet services 

that allow users to expand their social networks and 

relationships with other users in order to share 

backgrounds, interests, discover real-life connections, 

and participate in a variety of activities. OSN services 

are essentially web-based group cantered services 

that allow users to share almost any type of 

information. 

 

The goal of this paper is to propose and test an 

automated system called Filtered Wall (FW) that can 

filter out unwanted messages from social network 

user walls. The proposed system's main idea is to 

support content-based user preferences. This is 

possible because a Machine Learning (ML) text 

categorization procedure [4] can automatically assign 

a set of categories to each message based on its 

content. We believe that the proposed strategy is a 

critical service for social networks, as users currently 

have little control over the messages displayed on 

their walls. Facebook, for example, allows users to 

specify who is permitted to post messages on their 

walls (i.e., friends, friends of friends, or defined 

groups of friends). However, there is no support for 

content-based preferences. Political or vulgar 

messages, for example, cannot be avoided. In contrast, 

by specifying a set of filtering rules, a user can specify 

what contents should not be displayed on his/her 

wall using the proposed mechanism. Filtering rules 

are extremely versatile in terms of the filtering 
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requirements they can support, allowing you to 

specify filtering conditions based on user profiles, 

user relationships, and the output of the ML 

categorization process [5]. Furthermore, the system 

supports user-defined blacklist management as well 

as manual blocking, which is a list of users who are 

temporarily barred from posting messages on a user 

wall. 

 

Filtered walls are proposed as a way for OSN users to 

have direct control over the messages posted on their 

walls. For the filtering mechanism, filtered wall 

employs Machine Learning to assign categories to 

each message, as well as Filtering rules, which allow 

users to explicitly specify which contents should not 

be displayed on their walls. The filtered wall also 

includes Black List Rules for blocking specific users 

for a set period of time. On-line Social Networks are 

safer with the proposed system. 

 

II. RELATED WORKS 

 

R. Yasotha [1] concentrated on a novel method for 

automatically categorising text documents. Rather 

than the common practise of string matching for 

automatic text document categorization, this paper 

proposes a Latent Dirichlet allocation (LDA) based 

approach. The LDA- identified clusters are labelled 

based on the underlying natural clusters on the 

domain in question. With an accuracy of 66.66 

percent, the proposed model was able to categorise 

unseen documents. The lack of accuracy is due to the 

classification being limited to one level. The proposed 

method can be extended to lower levels and achieve 

greater accuracy. 

 

Swapnali V. Jadhav [2] discussed the filtering system 

literature survey. We are working on a system to 

filter unwanted messages from OSN walls. The 

Filtered Wall is the barrier that prevents unwanted 

messages from entering (FW). We discussed the 

system concept in this report. Furthermore, we 

investigated strategies and techniques for limiting the 

inferences that a user can make on the enforced 

filtering rules in order to bypass the filtering system, 

such as randomly notifying a message that should 

instead be blocked. 

 

The goal of this paper, according to Sunil Yadav [4], 

was to provide an initial base line for building a 

filtered discussion forum on the most critical issues 

related to online social networks. The creation of 

sample learning websites and a blacklisted words 

table aided in the filtering process. In terms of blog 

comments and feedback comments, our proposed 

work was a success. 

 

Marco Vanetti [6] demonstrated a system for filtering 

unwanted messages from OSN walls. To enforce 

customizable content-dependent FRs, the system 

employs an ML soft classifier. Furthermore, the 

management of BLs increases the system's flexibility 

in terms of filtering options. This is the first step in a 

larger project. The early encouraging results of the 

classification procedure prompt us to continue with 

other work aimed at improving classification quality. 

Future plans, in particular, call for a more in-depth 

investigation of two interconnected tasks. 

 

The first is concerned with the extraction and/or 

selection of contextual features that have been 

demonstrated to have high discriminative power. The 

learning phase is the focus of the second task. 

Because the underlying domain changes dynamically, 

a collection of pre-classified data may not be 

representative in the long run. The current batch 

learning strategy, which was based on the 

preliminary collection of the entire set of labelled 

data from experts, allowed for an accurate 

experimental evaluation, but it needs to be evolved to 

accommodate new operational requirements. In the 

future, we intend to address this issue by 

investigating the use of online learning paradigms 

that can incorporate label feedback from users. 

Additiona Bodicev and M. Sokolova [7] use complex 

and specific phrasing to classify content; this 
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necessitates the use of a learning procedure. The 

technique of fractional matching is linked, which 

extends the content for confining the content 

trademark. A language demonstration is built up 

using fractional equivalents. The result of fractional 

coordinating compression provides predictable 

content classification care. 

 

L. Roy and R.J. Mooney [8] use a shared filtering 

technique, but in our proposed framework, we use 

content- based filtering. It defines the content-based 

book proposal framework, which generates data 

extraction and a machine learning procedure for text 

classification. 

 

Colbeck, J. [9] The basic concentration groups in a 

network are known as OSNs. Numerous clarifications 

are required to build trust. To connect gloss, trust, 

and starting point, two level methodologies are 

expressed. In this paper, we present an algorithm for 

concluding trust associations with inception data and 

gloss confide in a web social network. A film trust 

application is known, which uses trust with motion 

picture positioning and requesting the review. We 

can consider film trust to provide a good product.  

 

According to B. Carminative et al. [10], in this paper, 

the framework can generally make a decision about 

the message that is blocked, because acceptance is 

based on statistical information. 

 

III. PROPOSED SYSTEM 

 

The send post method window in this block diagram 

will allow you to send messages to the user on the 

user account, and the system will filter the spam 

words using a machine learning technique and a 

short text classifier from the database. Then a 

decision will be made whether to allow or reject 

posts on the user's wall. Additionally, if the same user 

attempts to post unwanted messages on the same 

user's wall a number of times, the system will 

automatically place the user in the black list (i.e. 

temporarily unavailable). The system also gives the 

user the option of manually blocking. 
 

 
Fig. 1. Proposed System Flow Diagram 

 

Algorithm: 

 

Step 1: The user must first register. 

Step 2: Login to the account if the user is already 

registered.  

Step 3: Disseminate the messages. 

Step 4: The posted message is then fed into the SVM 

model. Step 5: On that message, a short text classifier 

is applied. 

Step 6: Using training and testing datasets, SVM 

classifies the message. 

Step 7: After that, the message is classified. 

Step 8: That word will be checked into the Bag of 

Words. 

Step 9: If Word is present, it will filter out the 

message; if it is not present, it will allow the message 

to be posted. 

 

The classification of short texts is a two-level 

hierarchical classification. In the first level, a Support 

Vector Machine (SVM) classifies whether a message 

is neutral or non-neutral; in the second level, non-

neutral messages are classified, producing gradual 

estimates of appropriateness to each of the considered 

categories. SVMs have a single hidden layer of 

processing units with a local, restricted activation 

domain, and a Gaussian function is commonly used 

[10]. The main advantages of SVM are that the 
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classification function is nonlinear, the model can 

produce confidence values, and it is resistant to 

outliers. The first-level classifier is then built as a 

regular SVM [3]. A modification to the standard use 

of SVM [8] is made in the second level of the 

classification stage. Its regular application in 

classification includes a hard decision on the output 

values, according to the winner-take-all rule[12], 

where a given input pattern is assigned to the class 

corresponding to the winner output neuron with the 

highest value. In the proposed approach, all values of 

output neurons as a result of the classification task are 

considered and interpreted as gradual estimation of 

multi membership to classes. The collection of 

reclassified messages contains some critical aspects 

that have a significant impact on the overall 

classification strategy's performance. 

 

IV. RESULTS 

 

 

 
Fig. 2.   Login Page and Ragister Page 

Fig. 3.   Profile and Comment Filtering 

Fig. 4.   Word Category Add and Database 
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V. CONCLUSION 

This research paper presents several approaches for 

designing a system to filter out unnecessary messages 

from OSN walls using various classifiers. A system's 

flexibility can also be increased by using filtering 

rules and managing blacklists. Because the 

underlying domain is dynamic in this context, the 

collection of pre-classified data provided for training 

purposes may not be valid for an extended period of 

time. The use of any of the classifiers or hybridization 

of these classifiers can produce more accurate results 

in the future. As a result, the current work proposes 

and experimentally evaluates Filtered Wall (FW), an 

automated system capable of filtering unwanted 

messages from OSN user walls. The proposed system's 

main idea is to support content-based user 

preferences. This is made possible by the use of a 

Machine Learning (ML) text categorization 

procedure that can automatically assign a set of 

categories to each message based on its content. 
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