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ABSTRACT 

 

Machine learning (ML) is a rapidly developing field in today's world. Use 

machine learning to extract data from a wide variety of sources. ML can solve 

various problems based on complex data sets. The prediction of heart disease is 

the most complex task in the medical field. It cannot be observed with the 

naked eye, it can appear immediately anywhere, anytime. Many ML algorithms 

are more capable of handling various algorithms. Due to complexity, the 

processing of massive data sets is more complicated. By improving these 

systems, the quality of medical diagnosis decisions can be improved. They can 

find patterns hidden in large amounts of data that will avoid the use of 

traditional statistical methods for analysis. In this article, An Enhanced New 

Dynamic Data Processing (ENDDP) Algorithm is developed to predict the early 

stages of heart disease. The results prove the performance of the proposed 

system. 
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I. INTRODUCTION 

 

Machine learning (ML) is most widely used in a 

variety of machine-based applications that can be 

executed automatically. For everyone, the heart is a 

very sensitive and important part. Human life is 

based on heartbeat. Many people suffer from heart 

disease due to age, habits and other reasons. 

Analyzing a heart attack in the early stages is very 

unpredictable. Due to the lack of accurate 

information and understanding of symptoms, many 

diseases have been confirmed in the final stage. The 

diagnosis and treatment of heart disease are more 

complicated, especially in developing countries. Due 

to the shortage of doctors and other medical-related 

equipment, a large number of deaths are occurring 

[1]. For patients with heart disease, measures must be 

taken to reduce the risk of serious heart disease and 

improve heart safety [2]. 

 

Machine learning is essential to get the best results in 

any application. It is also more effective in teaching 
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and testing applications. It is a subset of artificial 

intelligence (AI), which is one of the broad areas of 

machine learning that can reproduce human 

functions; machine learning is a special branch of AI. 

Based on previously selected data values, it is very 

useful to predict heart diseases that belong to ML. To 

overcome various challenges in predicting heart 

disease, An Enhanced New Dynamic Data Processing 

(ENDDP) Algorithm has been introduced to achieve 

more accurate predictions. 

 

II. LITERATURE SURVEY 

 

The extensive literature on the use of machine 

learning methods to predict heart disease has inspired 

our work. A detailed overview is presented in this 

paper.  

 

In everyone's heart, it is the core organ of life. This 

plays a vital role in absorbing blood and producing 

oxygen in important parts of the human body, so it is 

very important to protect blood. In this section, many 

researchers have proposed various algorithms for 

predicting heart disease. You can also use existing 

algorithms to evaluate performance. For each 

algorithm, performance is calculated based on 

accuracy [4]. In terms of the performance of NB and 

KNN, by using these machine learning algorithms, 

KNN can predict heart disease more accurately. 

 

It is very important that the cores are more difficult 

to handle, they must be handled very carefully, and 

otherwise the person may die. Depending on the 

severity of the heart disease, it is classified based on 

predetermined methods such as KNN, Decision Tree, 

General Algorithm, and Naive Bayes [3]. The author 

wants to combine the two algorithms to get a hybrid 

method with an improved accuracy of 88.4%, which 

is a very efficient algorithm. 

 

Data mining (DM) also plays an important role in 

predicting heart disease. Few researchers use data 

mining algorithms to predict heart disease. Kaur et al. 

[6] conducted research on this, explained important 

patterns, and gained understanding from huge data 

sets. Use a variety of machine learning algorithms 

and data mining algorithms to achieve comparison 

accuracy to observe which algorithm is the best 

algorithm, and among all these algorithms, SVM has 

higher performance. Author Kumar et al. [5] Various 

ML and DM algorithms are used. The data set is 

selected from the UCI knowledge base learning data 

set. The data set contains 303 samples and 14 input 

features, and SVM is found to be the best among 

them. The other different algorithms here are Naive 

Bayes, KNN and Decision Tree. 

 

Gavhane et al. [1] developed a multi-layer perceptron 

model for human heart disease prediction, and 

showed the accuracy through algorithm CAD 

technology. Every time more and more heart diseases 

predict that more and more people will be, as we all 

know, people's consciousness is also increasing. This 

can reduce the cause of heart disease and also reduce 

deaths. Few researchers study one or two disease 

prediction algorithms. 

 

Krishnan et al. [2] proved that the decision tree is 

more accurate than the naive Bayes classification 

algorithm. Machine learning algorithms can be used 

to predict various diseases. Like Kohali et al. [7] many 

scientists are also studying this. Introduced a new 

method of using Logistic regression to predict heart 

disease, using Support Vector Machine (SVM) based 

on diabetes prediction, using Adaboot classifier to 

predict breast cancer through Adaboot classifier, and 

finally determined that the accuracy of Logistic 

regression was 87.1%. The accuracy of SVM is 

85.71%, while the accuracy of Adaboot classifier is 

98.57%, which is very useful for predicate 

perspective. 
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III. Data Set Description 

 

3.1. Data collection and pre-processing 

 

The data set used is the "heart disease data set", which 

is a combination of 4 different databases, but only the 

UCI Cleveland data set is used. The database has 76 

attributes in total, but all published experiments only 

use a subset of 14 features to represent [9]. Therefore, 

we used the processed UCI Cleveland dataset 

provided on the Kaggle website for analysis. Table 1 

below lists a complete description of the 14 attributes 

used in the proposed work 

 

 
 

Table.1 Selected Cleveland Heart Disease Data Set 

 

IV. Machine Learning Algorithms  

 

The purpose of this field is related to whether the 

patient has heart disease. Expressed in whole 

numbers. If the value is 0 (absent), the value is less 

than 4. According to the experiment, the dataset 

focuses on distinguishing between existence (value 0, 

2, 3, 4) and non-existence (value 0). 

 

 
 

Figure 1: Machine Learning Algorithms for Heart 

Disease Prediction. 

 

The next step is the prediction of heart disease, 

which is explained in Figure 1. The comparison 

results show three machine learning algorithms using 

the heart disease dataset, such as Naive Bayes (NB), 

Decision Tree (DT) and Random Forest (RF) and 

classification models. The following sections will 

introduce these three algorithms. 

 

4.1. Classification Using Random Forest  

Random Forest is most powerful and it is the 

combination of three predictors by using decision 

tree and these values are depends on random vector 

which is separately and with the same distribution 

for all trees in the forest. This algorithm is 

combination of classification and the regression based 

on the problem domain. The following are the steps 

for random forest algorithm. 

 

• The k features are selected randomly from overall 

m features, where k << m. 

• Adjacent to the k features, calculate the node “d” 

using the best split point.  

• By using the best split, the child nodes are to be 

split. 

• Repeat 1 to 3 steps until l number of nodes has 

been reached. 

• By repeating 1 to 4 steps to build forest for n 

number times to create n number of trees. 
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4.2. Classification Using Decision Tree  

 

Decision Tree is very easy and simple classifier to 

implement. The DT develops the classification or 

regression model to make the tree structure of a tree 

making it simple to debug and handle. Datasets are 

classified as two types such as categorical and 

numerical data. And DT can handle both types of 

data. The information gain plays the major role to 

find the attributes and taking out the attributes for 

splitting the branches into tree. The equation for 

information gain is given as: 

 
The following are Decision Tree algorithm is given as: 

• Find the information gain for the attributes in the 

dataset.  

• In the descending order, the sorting is done with 

the information gain for the heart disease datasets. 

• After the processing of step 2, the information 

gain is assigning the best attribute of the dataset at 

the root of the tree. 

• Using the same formula the information gain is to 

be calculated. 

• Based on the highest information gain the nodes 

are separated. 

• The steps are to be repeated until the each 

attributes are set as leaf nodes in all the branches 

of the tree.   

 

4.3.Classification UsingNaïve Bayes Classifier 

 

The naïve Bayes classifier model is simple to 

create from complex parameters, which makes it 

especially effective in the prediction of heart illness 

in the field of medicine. Due to its simplicity, the 

Naive Bayes classifier has huge impacts andis widely 

used for its efficiency superior to more complex 

classification techniques. 

 

 

Bayes' theorem allows you to calculate the posterior 

probability P (c | x) from P (c), P (x), and P (x | c). A 

naive Bayesian classifier assumes that the value of a 

predictor (x) affects a given category (c) and has 

nothing to do with the values of other predictors. 

Independence of class conditions 

 

Equation: 

 
 

4.4. An Enhanced Novel Dynamic Data Processing 

(ENDDP) Algorithm  

 

The main purpose of analyzing the dynamic data set 

is to obtain the dynamic information characteristics 

of the group. To analyze the characteristics of 

grouping and grouping numerical data according to 

classification statistics. For everyone with a record, 

this is Global or local sensitivity is affected by the 

weight of the entire data set. Payment Sensitivity is 

also one of the challenges in dynamic data processing. 

Dynamic data mainly includes incremental data (e.g. 

timing data, continuous data) and full dynamic data 

(i.e. all the data inserted, deleted and modified) [9]. 

An Enhanced Novel Dynamic Data Processing 

(ENDDP) Algorithm is a statistical classifier that does 

not imply a prohibition between attributes. This 

function integrates several Bayesian functions for 

analyzing properties that are independent of each 

other. The workflow of the proposed classifier is as 

follows: 

. 
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Figure: 2. Working Model –Proposed ENDDP Heart 

Disease Prediction System 

 

Accuracy: This will calculate the overall accuracy of 

the abnormal and normal predicted data is calculated 

by 

.𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 

Performance Evolution 

The performance measures namely False Positive 

Rate (FPR), False Negative Rate (FNR), Sensitivity, 

Specificity and Accuracy, the performance of the 

system are estimated. The basic count values such as 

True Positive (TP), True Negative (TN), False Positive 

(FP) and False Negative (FN) are used by these 

measures. 

FPR 

The percentage of predicted values was classified to 

normal and abnormal data, but in fact it did not.  

 
FNR 

The percentage of predicted values was classified to 

normal and abnormal data, but in fact it did.  

 
Sensitivity  

The positives are correctly identified to calculate the 

sensitivity. This is used to test to identify negative 

results.  

 
 

Specificity  

The negatives are correctly identified to calculate the 

specificity. This is used to test to identify negative 

results.  

 
V. Results  

 

The parameters based performance is shown in table 

1.  

 

Machine 

Learning 

Algorithms 

Accurac

y 

Sensitivit

y 

Specificit

y 

Naive Bayes 91.42% 86.43% 79.76% 

Random Forest 89.56% 89.76% 84.54% 

Proposed 

System[ENDDP

] 

97.98% 97.45% 98.54% 

 

Table: 1 Accuracy Calculations 

 

This shows the accuracy of the result based on the 

data mining techniques. 

 

 
 

Figure: 3 the performance of the Random Forest 
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Figure: 4 the performance of the Naïve Bayes 

 

 
Figure.5.the Performance of the Proposed System 

[ENDDP] 

 

VI. Conclusion 

  

With the increase in deaths from heart disease, the 

development of an effective and accurate heart 

disease prediction system has become a mandatory 

task. The motivation of this research is to find the 

most effective ML algorithm to detect heart disease. 

This study compared the accuracy scores of decision 

trees, logistic regression, random forest, and naive 

Bayes algorithm for predicting heart disease using 

UCI machine learning repository dataset. 

 

In the proposed An Enhanced New Dynamic Data 

Processing (ENDDP) Algorithm is used to obtain 

better results. Improve performance by using various 

techniques. Performance is shown in 3 parameters. 

Sensitivity, specificity and accuracy. The comparison 

results are shown in Table 1. The overall 

performance is calculated based on 3 parameters. 
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