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ABSTRACT 

 

In order to solve some problems of importance of words and missing relations 

of semantic between words in the emotional analysis of e-learning systems, the 

TF-IWF algorithm weighted Word2vec algorithm model was proposed as a 

feature extraction algorithm. Moreover, to support this study, we employ 

Multinomial Naïve Bayes (MNB) to obtain more accurate results. There are 

three mainly steps, firstly, TF-IWF is employed used to compute the weight of 

word. Second, Word2vec algorithm is adopted to compute the vector of words, 

Third, we concatenate first and second steps. Finally, the users’ opinions data is 

trained and classified through several machine learning classifiers especially 

MNB classifier. The experimental results indicate that the proposed method 

outperformed against previous approaches in terms of precision, recall, F-Score, 

and accuracy.  
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I. INTRODUCTION 

 

Nowadays, text classification is widely seen as a task 

of supervised learning concept which is defined as 

the categories’ identification of new documents [1, 2]. 

As the amount of available new documents textual 

information available online increases, managing to 

classify them properly becomes more difficult. This is 

due to the ability to effectively retrieve the correct 

categories for new documents relies heavily upon the 

amount of labelled documents already available for 

reference. Traditional document representation 

involves classification adopting techniques of 

information retrieval such as Term Frequency 

Inverse Document Frequency (TF-IDF) algorithm 

that have been widely employed in Natural Language 

Processing (NLP). Where, these techniques can help 

in providing a simplified documents representation 

via various features. TF-IDF by reflecting the word 

importance to a particular document in a documents’ 

collection [3]. Whereas, Word2Vec algorithm is an 

efficient tool that introduced by Google to represent 

the word as a real value vector in 2013 [4]. By 

adopting deep learnings’ idea, Word2Vec algorithm 

can be simplified text content processing into K-

dimensional vector space calculation and for 

representing the semantics similarity the text. 

 

The application of information technology today is 

the focus of life that leads to the advancement of 
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science education. The development of information 

technology is supported by the lives of everyone who 

wants to use this information technology to help 

solve existing problems [1, 2, 5]. Information 

technology development in the world of health has a 

very big role in everyday life in solving existing 

problems. 

 

II. RELATED WORK 

 

Text emotional analysis is also often mentioned to as 

opinion or emotional minings, that refers to the 

subjective objectivity mining and analysis, views, 

emotions and polarity of the text via the computing 

technology [6]. The previous approaches have been 

widely used machine learning classifiers to analyze 

the polarity of  users’ opinions in education field such 

as e-learning systems [7–9]. On other hand, in 

analyzing users’ emotions in e-learning systems, the 

aforementioned has been adopted TF-IDF or 

Wrod2Vec algorithms as feature extraction 

techniques [9, 10]. Although, the previous 

approaches obtained good results in analyzing users’ 

emotions by employing machine learning classifiers 

based on TF-IDF algorithm, but there are also have 

some problems. If there is a text large amount of the 

same type in the users’ opinions corpus, the weight of 

this type of keywords will become lower. Therefore, 

in order to tackle this problem, we are adopting Term 

Frequency Inverse Word Frequency (TF-IWF) 

algorithm [11].  

 

III. PROPOSED MODEL 

 

Figure 1 shows the process of building a user model, 

which includes text preprocessing, feature extraction, 

and classification. 

 

 

 
Figure 2. The framework of Proposed Model 

 

3.1 Opinions pre-processing 

This section removes some identities from a text, 

where the identity is HTML decoding, remove stop 

words, and remove bad characters in opinion. 

 

3.2 Proposed Model 

3.2.1 TF-IWF 

 

Term Frequency Inverse Word Frequency (TF-IWF) 

algorithm is the improvement of TF-IDF algorithm 

due to TF-IDF ignores two importance keys TF (Term 

Frequency) and IWF (Inverse World Frequency) [12]. 

The mainly idea of TF-IWF algorithm is that a word 

has a high occurrences number in a single text and 

the occurrences number of that word in the general 

corpus is lower than that of all words in the corpus. 

Then, TF-IWF algorithm is considered that it has a 

good classifications’ function and can be adopted for 

text classification. Generally, the basic of TF-IWF 

depicted as: 

 

𝑇𝐹 =  
𝑁

∑ 𝑁𝑙,𝑚𝑙
 (1) 

http://www.ijsrcseit.com/
http://www.ijsrcseit.com/


Volume 6, Issue 6, November-December-2020 | http://ijsrcseit.com  

 

Sulis Sandiwarno et al Int J Sci Res CSE & IT, November-December-2020; 6 (6) : 291-296 

 293 

where, 𝑁 is defined as the occurrences number of 

a word wi in the users’ opinions document ND, 

∑ 𝑁𝑙,𝑚𝑙  represents the sum of occurrences 

number of all word wi in the ND. 

 

𝐼𝑊𝐹 = 𝑙𝑜𝑔 
∑ 𝑁𝑐

𝑝
𝑖=1

𝑁𝑐
 (2) 

 

where,  ∑ 𝑁
𝑝
𝑖=1  is depicted as the sum of 

occurrences number of all words is the users’ 

opinions corpus and the 𝑁𝑐  is the occurrences 

number of a word wi c in the users’ opinions 

corpus. Then, TF-IWF algorithm is defined as: 

 

𝑇𝐹 − 𝐼𝑊𝐹 = 𝑇𝐹 𝑥 𝐼𝑊𝐹 (3) 

 

3.2.2 Word2Vec 

 

In the NLP, computers need to deal with a large 

natural language amount, due to the computers 

cannot be read like humans, they need for the 

convert natural language into digital language. 

Unfortunately, even after the computer “understands” 

natural language, it still cannot understand its 

semantic relations. The core idea of Word2vec 

algorithm is mapping the sentences composed by 

words that the computer think are duplicated to each 

other into a higher-dimensional matrix, and replace 

the relations of semantic between words with the 

mathematical relations in the matrix [13]. 

 

3.2.3 TF-IWF+Word2Vec 

 

Suppose the word wi in the dictionary sentiment is ds, 

the vector of ds is vocab voc, and users’ opinions is 

ND, = <w1, w2, ... ,Wn> : 

 

𝑣𝑜𝑐 = {𝑤𝑖𝑋𝑖𝐸1 … . 𝑁𝑣} (4) 

 

where, 𝑁𝑣 is defined as the dimension of vector of 

the word wi. 

 

1. First, using TF-IWF algorithm to weight the 

word in the users’ opinions corpus to achieve 

the word weight 

2. Second, employing the Skip-gram algorithm 

to train the users’ opinions corpus, and 

compute the vector of each word, compute 

the vector of each word in the users’ opinions 

document ND, to obtain the vector of 

sentence of the users’ opinions 𝑆𝑣𝑒𝑐(𝑁𝐷); 

 

𝑣𝑒𝑐(𝑁𝐷) =  ∑ 𝑊𝑜𝑟𝑑2𝑉𝑒𝑐(𝑤𝑖), 𝑤𝑖 ∈ 𝑁𝐷𝑤  (5) 

 

3. By multiplying the word weight by its vector 

of corresponding, then the vector of weighted 

word can be achieved, compute the weighed 

vector of each word wi in the users’ opinions 

document ND to obtain the weighted vector 

of sentence of the e-learning users’ opinions 

𝑊𝑠𝑒𝑛(𝑁𝐷) 

 

 𝑊𝑠𝑒𝑛(𝑁𝐷) = 𝑠𝑡𝑒𝑝1 𝑥 𝑠𝑡𝑒𝑝2 (6) 

 

3.3 Multinomial Naïve Bayes (MNB) 

 

Given the test description of the document 𝑑 of an 

opinion represented by the vector <

𝑤1, 𝑤2, … . . , 𝑤𝑚 >, to classify the document d, MNB 

is defined as: 

 

𝐶𝑀𝑁𝐵(𝑑) = 𝑃(𝑐) ∏ 𝑃(𝑤𝑖|𝑐)𝑓𝑖𝑛
𝑖=1  (7) 

 

where, 𝑃(𝑐) is a prior probability that a document 𝑑 

belongs to class 𝑐 , 𝑛  is a number of the features, 

𝑃(𝑤𝑖|𝑐) is the conditional probability that a word 𝑤𝑖 

occurring in the class 𝑐 , 𝑤𝑖  is the word feature 

occurred in 𝑑, 𝑓𝑖 is the number of frequency count of 

a word 𝑤𝑖  in reporting 𝑑 , and 𝐶𝑀𝑁𝐵(𝑑)  is the class 

label of 𝑑 predicted by the classifier [14]. 
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IV.  EXPERIMENTAL AND RESULTS  

 

The main content of this section are divided into 

three categories: (1) data source of users’ opinions, (2) 

evaluations metrics, and (3) classification results. 

 

4.1 Data sources  

 

In this study, we are crawling users’ opinions data 

from social media such as Twitter and Facebook. 

Where, we obtained 80.000 users’ opinions for each 

dataset and set the users’ opinions 20% for training 

and 80% for testing. The distribution of users’ 

opinions dataset is shown in Table 1.  

 

TABLE 1. THE DISTRIBUTION OF USERS’ OPINIONS 

DATASET 

 

Dataset Name Amount Percentage (%) 

Twitter 40.000 50 

Facebook 40.000 50 

Total 80.000 100 

 

4.2 Evaluation Metrics 

 

In supporting analysis our study, we employ several 

evaluation metrics such as precision (pre), Recall 

(rec), and F1 (F1), and Accuracy (acc). The precision 

is defined as the correct result proportion in all the 

results; the recall represents the proportion of the 

data amount with results of classification in all the 

opinions dataset. Suppose there are A data of the 

original users’ opinions dataset, and Nt results are 

classified, among which n results are correctly 

classified. The formula for pre and rec are as follows: 

𝑝𝑟𝑒 =  
𝑛

𝑁𝑡
 (8) 

 

𝑟𝑒𝑐 =  
𝑁

𝑀
 (9) 

 

𝐹1 =  
2𝑝𝑟𝑒  𝑥 𝑟𝑒𝑐

𝑝𝑟𝑒 𝑥 𝑟𝑒𝑐
 (10) 

 

4.3 Evaluation Metrics 

 

In this experiment, the original TF-IWF and 

Word2vec algorithms and the improved TF-IWF 

weighted Word2vec algorithms were employed to 

classify users’ emotions in order to performance test 

of the new method. The results are shown in Table 2 

and Table 3. 

 

TABLE 2. THE EXPERIMENTAL RESULTS OF ANALYZING 

USERS’ EMOTIONS (DATASET – 1) 

 

Features Polarity pre rec F1 acc 

TF-IDF 
Positive 0.692 0.689 0.688 0.698 

Negative 0.614 0.621 0.612 0.611 

TF-IWF 
Positive 0.732 0.711 0.732 0.734 

Negative 0.681 0.677 0.689 0.688 

Word2Vec 
Positive 0.787 0.781 0.778 0.792 

Negative 0.732 0.722 0.733 0.752 

Proposed 
Positive 0.846 0.852 0.845 0.856 

Negative 0.782 0.777 0.781 0.788 

 

It can be seen from the experimental results that the 

acc of the TF-IDF algorithm is only 0.698 (Dataset – 1) 

and 0.736 (Dataset – 2), which is the worst 

performance since it ignores the relationship of 

semantic between words, the Word2vec algorithm 

takes into account the words semantics, but it ignores 

the word importance, so it also obtained the poorly 

results. The proposed method outperforms in 

emotion classification, due to which considers both 

the words importance and the relations of semantic 

between words. 
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TABLE 3. THE EXPERIMENTAL RESULTS OF ANALYZING 

USERS’ EMOTIONS (DATASET – 2) 

Features Polarity pre rec F1 acc 

TF-IDF 
Positive 0.692 0.689 0.688 0.698 

Negative 0.614 0.621 0.612 0.611 

TF-IWF 
Positive 0.732 0.711 0.732 0.734 

Negative 0.681 0.677 0.689 0.688 

Word2Vec 
Positive 0.787 0.781 0.778 0.792 

Negative 0.732 0.722 0.733 0.752 

Proposed 
Positive 0.846 0.852 0.845 0.856 

Negative 0.782 0.777 0.781 0.788 

 

Based on the research results applied on two users’ 

opinions dataset, it was concluded that 4.05% 

(Dataset - 1) and 2.68% (Dataset - 2) had no emotions 

in the users’ opinions. From the two datasets used, it 

can be concluded that Dataset-2 is better than 

Dataset-1 which is seen from the number of positive 

emotions that are 69.65% and 62.74% as shown in 

Figure 2. 

 

 

Figure 2. The emotions classification results 

V. CONCLUSION 

 

This paper analyzes the advantages of the TF-IWF 

algorithm, explains the principle of the Word2vec 

algorithm, and implements in e-learning systems 

users based on the TF-IWF weighted Word2vec 

algorithms. Which are, this proposed method aim 

solves the problem of ignoring the words importance 

and missing relations of semantic between words in 

the users’ opinions dataset classification.  
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