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ABSTRACT 
 

Data is growing drastically more and more every day and it becomes difficult task to store, analyse and interpret 

this data. Big data is a term that describe large volumes of high velocity, complex and variable data that cannot 

be stored and processed using traditional approach. Big data analytics require advanced tools and techniques in 

order to capture, storage, distribution, management, and analysis the data. Because of the complexity and 

heterogeneity of big data, various data mining and machine learning techniques are being used for big data 

analytics in order to develop better expert systems of real-world problems. In this paper, we have surveyed the 

state-of-art analysis of various platforms (software as well as hardware) for big data analytics like Hadoop 

ecosystem, Spark, High performance clusters (HPC), Graphical Processing Unit (GPU), etc., which are together 

used to collect, store, process and analyse the big data. This paper also reinforces some machine learning 

techniques that must be taken in account while dealing with big data lifecycle. 
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I. INTRODUCTION 

 

A. Big Data 

 

Big data is defined as a collection of large and 

complex data sets that are generated from different 

sources including healthcare system, social 

networking sites, online transactions, sensors, smart 

meters, and administrative services [1]. With all 

these sources, the complexity of big data goes beyond 

the ability of typical tools for storing, analysing, and 

processing data[2], [3], [4], [5]. According to the 

Gartner IT Glossary [6] “Big data is a collection of 

high-volume, high-velocity and high-variety 

information assets that require advanced tools and 

techniques in order to store and process the data for 

building superior insight and decision making”. 

Nowadays the problem of big data analytics is often 

solved through cloud computing architecture in 

parallel and distributed fashion [7], [8]. These 

frameworks are designed on the basis of various 

metrics like scalability, data I/O rate, fault tolerance, 

batch processing, real time processing so on and so 

forth [2]. This paper first describes the concept of big 

data analytics, then we deeply analyse different big 

data platforms and then in next section various 

machine learning techniques for big data analytics are 

described. 

 

B. Motivation towards the study 
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Growth of the data can be understood from the fact, 

Internet Users generate 2.5 quintillion bytes of data 

each day, 90% of all data today was created in the last 

two years, the world internet population has grown 

7.5% from 2016 and now represents 3.7 billion people 

according to recent research cited by Domo [9]. 300+ 

hours of videos are being uploaded on YouTube every 

minute [10]. 40,000 search queries are being posted 

every second, 350000 tweets per minute and 171 

million emails per minute [11]. The healthcare data is 

growing with the rate of 48% annually and by 2020, 

the Stanford University study estimates that 2,314 

Exabyte’s of data will be produced per year [12]. As 

represented in Figure 1, most of the data is being 

generated by different organisations [13]: 

 

 
Figure 1. Generation of “Global Datasphere” 

 

 

C. Characteristics of big data 

Literature survey on big data in healthcare 

characteristics gives a brief description of 42 V’s [14], 

17 V’s [15], 10 V’s [16], 7 V’s [17] so on and so forth, 

but it summarizes and divides the concepts into five 

dimensions as presented in Table 1 [18], [19]. 

 

Table 1: The 5 V’s of Big Data  

 

V’s of Big Data         Definition 

Volume 
It can be defined as the parameter that 

defines the quantity of the data being 

(Data in size) generated and stored from different 

sources. 

Velocity 

(Data in speed) 

The rate at which data is being 

generated and processed along with 

the speed at which data changes 

especially in case of streaming. 

Variety 

(Data 

complexity) 

It is type and nature of the data. Type 

refers to different data formats and 

generating sources, while nature 

defines different forms like structured, 

semi structured, and unstructured 

data. 

Veracity 

(Data Quality) 

It is all about quality of the data. The 

data that is submitted can either be 

incorrect, may have noise or even 

missing values. How can this data be 

confided for its truthfulness? 

Value  

(Data 

usefulness) 

It refers to identification and 

extraction of valuable information for 

analysis. Data incorporates 

information of great benefit and 

insight for users. 

 

II. BIG DATA PLATFORMS 

 

This fast growing and tremendous amount of data has 

far exceeded the bounds of the human interpretation 

and analytical capabilities [20]. The goal is to link 

computational power of the technology to automate 

the capability of ingestion, processing and visualization 

of results from huge volume of data for the betterment 

of the society [21]. Big data platforms can be used for 

the same. The big data platforms have been categorised 

on the basis of scaling [22]. Scaling is the ability of the 

system to adapt the increasing demands in terms of 

processing requests [23]. Scaling can be Horizontal 

Scaling and Vertical Scaling: 

 

A. Horizontal scaling platforms 

Horizontal scaling or “scale out” is distributed data 

processing that shares workload among multiple nodes. 
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This increases the processing capability up-to a great 

extent. The most popular horizontal scale out 

platforms are as follows [2]: 

 

1. Peer-to-Peer networks [24], [25] It contains 

millions of nodes connected in a network.  The 

working principle of peer-to-peer network is 

decentralized and distributed over network, where 

the nodes (known as peers) are utilizing the resources 

and provide services to the peers within the network. 

Typically, Message Passing Interface (MPI) [26] 

communication system is used to share and exchange 

the data between nodes.   

2. Apache Hadoop [27] It is  batch processing open 

source framework that allows to store and process 

large and complex data sets which cannot be handled 

by traditional approaches. Hadoop works on 

distributed environment across cluster of computers 

and is designed to scale up from the single servers to 

the hundreds and even thousands of machines. 

Apache hadoop framework is highly fault tolerant 

with the feature of replicating data [2]. The Hadoop 

ecosystem is comprised of array of related software’s, 

that are collectively used for data collection, data 

storage, data processing and data analysis [28], [29]. 

2.1 Big Data Collection 

• Sqoop: It is an open source framework comprised 

of SQL and Hadoop [29]. Sqoop provides a 

command line interface used to transfer (import 

and export) bulk data between HDFS and 

relational database servers. 

• Flume: It is tool for data ingestion in HDFS, 

which collects, aggregates and transpose large 

amount of streaming data such as log files, social 

media, email, etc. [30]. It captures streaming data 

from various web servers to HDFS.  

• Kafka: [31] Is an open source distributed publish-

subscribe messaging system, It was originally 

developed at LinkedIn and later it becomes part 

of apache project and is now used by many of the 

organisations because of its scalability, durability 

and fault-tolerance. 

• Chukwa: It is distributed data collection and 

rapid processing system, Chukwa is a powerful 

and flexible platform with different core 

components as Agents, Collectors, MapReduce 

Jobs and Hadoop Infrastructure Care Centre 

(HICC) [28]. 

2.2 Big Data Processing 

• MapReduce: [32] Which was proposed by Dean 

and Ghemawat at Google. MapReduce takes care 

of Processing and computing data present in 

HDFS. The working principle of MapReduce is 

mainly divided into two parts, called as Mappers 

and Reducers [33]. The Map task takes input data 

from HDFS and converts into some intermediate 

results to the reducers. The reduce task is based 

on map task; it takes the output of Mappers as 

input and then generate the final results by 

aggregating the intermediate sets which are again 

reflected to HDFS [34]. 

• YARN: [35]Yet Another Resource Negotiator is a 

framework for job scheduling and cluster 

resource management i.e. the jobs across the 

cluster. It is global scheduler that handles both 

batch and stream processing [36]. It is also 

known as MapReduce version 2 and is 

compatible with the MapReduce, having master 

slave architecture with full support of virtual 

distributed system. 

• Storm: It is an open source computing system 

used for real time processing of big data analytics 

[7]. Storm is distributed, reliable and fault-

tolerant in nature, used for Extract Load and 

Transform (ETL) operations, online machine 

learning and continuous computation [37]. 

• Flink: It is data ingestion tool in HDFS [38], 

which came into picture for collecting, 

aggregating and transport large amount of 

streaming data. The main idea behind the flink is 

to capture large amount of data from varied 

sources into HDFS [39]. 

• Spark: [40] It is used for both batch and real time 

processing, it is a next generation concept for big 
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data processing which was developed by 

researchers at the University of California at 

Berkeley. Spark is an open source cluster 

computing framework particularly designed for 

the speed up (100 times more than the speed of 

hadoop MapReduce for data that resides in main 

memory and around 10 times faster when data is 

in disk) in terms of processing [41]. 

2.3 Big Data Storage 

• HDFS: Hadoop Distributed File System (HDFS) 

[7] is a main component of hadoop ecosystem 

that is used to store large data files across various 

cluster of cost effective system (Commodity 

hardware) while providing high availability and 

fault tolerance [42]. 

• HBase: Apache HBase is NoSQL columnar 

database that allows us to store un-structured and 

semi-structured data easily and provide real-time 

read/write access [43]. 

• Hcatalog: It is a metadata and table management 

system for Hadoop, provides a shared schema and 

data type mechanism for various tools of Hadoop 

ecosystem [28]. 

2.4 Big Data Analysis 

• Pig: [44] It is a high level data flow system 

developed by yahoo, used to write simple queries 

that are converted into MapReduce program and 

then executed over hadoop cluster. It has been 

used to overcome the complexity of Map and 

Reduce Stages; Pig helps to process bulk large 

data sets by spending less time in writing 

MapReduce programs. 

• Hive: [45] It is tool for big data analytics built on 

the top of Hadoop,  used to analyze the 

structured and semi-structured data. Basically, it 

provides an interface mechanism for performing 

different queries written in HQL (Hive Query 

Language) that are similar to SQL statements. 

• Mahout: [7] Apache Mahout is meant for 

machine learning that runs on Hadoop ecosystem 

extracts meaningful information from large 

volume of data. It is used for various machine 

learning tasks like clustering, classification, 

collaborative filtering and text mining in a 

scalable and distributed fashion [46]. 

B. Vertical Scaling Platforms 

Vertical Scaling or “scale up” is achieved by 

enhancing the processing and storage capability of a 

single server by increasing the number of processors 

or cores and enhancing the memory and other 

required resources. The most popular vertical scale 

up platforms are as follows [2]: 

• HPC clusters: [47] The blades or supercomputers 

with a large number of processing cores have a 

dynamic memory organization, different levels 

of cache and communication mechanisms that 

are optimized for diverse user requirements. To 

achieve scalability of such systems is much 

costlier than Hadoop or Spark. A Message 

Passing Interface (MPI) is usually used for 

communication in such systems [48]. 

• Graphics Processing Unit (GPUs): They are used 

for accelerating the graphic operations for 

pictorial representation on display using frame 

buffer [2]. GPGPU (General-Purpose computing 

on Graphics Pro-cessing Units) is the result of 

advanced enhancements in hardware and 

algorithms in GPU like parallel architecture. 

• Field Programmable Gate Arrays (FPGA): [49] 

Are specialized and custom built hardware units 

that can be optimized for high speed and 

throughput for a particular application. The 

customization and development cost is typically 

very high, as compared to other platforms also 

its feature of programming using Hardware 

Descriptive language (HDL) increases the overall 

development cost [2]. 

 

Big data platforms are comprised of bunch of tools 

which are used together by various organisations to 

handle data. The pictorial representation of Hadoop 

ecosystem is shown below in Figure 2 [28]. 

Volume%203,%20Issue%203%20|%20March-April-2018%20
http://www.ijsrcseit.com/


Volume 3, Issue 6, July-August-2018  |   http:// ijsrcseit.com  

 

Shahid Mohammad Ganie  et al. Int J S Res CSE & IT. 2018 July-August; 3(6) : 679-687 

 683 

 
Figure 2 : Platforms for Big Data Lifecycle 

 

III. MACHINE LEARNING TECHNIQUES FOR BIG 

DATA ANALYTICS 

 

The era of machine learning has make a lot of 

progress in the technological field by providing a 

great potential of tools and techniques in order to 

handle the big data [50], [51]. Machine learning 

whenever implemented have resulted in better 

outputs in terms of various metrics, sometime it may 

even exceed human expertise. Machine learning 

techniques can be categorized on the bases of 

learning mechanism as shown in Figure 3 [52]. 

 

 
Figure 3 : Machine Learning Techniques. 

 

Machine learning algorithms are being used 

successfully for big data analytics by various 

organizations in almost every sphere that affects 

human life. Some of the prominent techniques that 

have significant application in big data analytics are 

discussed below [50]: 

 

A. Neural Networks: These are the algorithms 

which are inspired by the neurons have self-

capability to produce better results on large  

volume of data [53]. The structure of neural 

network can be divided into three layers: input 

(disparate sources), hidden (accountable for 

internal processing) and output (desired results). 

Some of the networks are Multilayer Perceptron, 

Convolutional Neural Networks, Recurrent 

Neural Networks, etc. 

 

Supervised Learning: Classification and regression 

algorithms are part of supervised learning technique. 

These algorithms are trained using labelled data along 

with targeted output for big data processing [54]. 

Some of the algorithms are Decision Tree, Support 

Vector Machine, Naïve Bayes, Random Forest, Linear 

Regression, Logistic Regression, Polynomial regression, 

etc.[55]. 

 

D. Un-supervised learning: Clustering and 

association algorithms are types of un-supervised 

learning. These models does not require any 

labelled training, they are being used to find the 

previously unknown patterns in large datasets 

[56]. K-Means clustering, DBSCAN, Hierarchical 

Clustering are the examples of un-supervised 

learning technique. 

E. Reinforcement Learning: One of the most 

important learning aspect, which enable the 

systems (model free or model based) to learn 

through the feedback received from external 

environment [50]. The learning mechanism is 

based on the trial-and-error method by using 

different parameters like agent, environment, 

action and state. Some of the algorithms are Q-

learning, R-learning, TD-learning, etc.   
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IV. CONCLUSION AND FUTURE SCOPE 

 

The massive amount of data that is being generated 

from multiple sources with rapid pace is found almost 

in every field especially in science and engineering 

domains.  The overall process from data acquisition up 

to the generation of results required an attention to 

develop a sophisticated framework for big data 

analytics based on machine learning paradigms. This 

paper began with the brief introduction of big data, its 

classification and characteristics. Then, a brief 

introduction to various platforms for big data and big 

data analytics has been given, through which we can 

store, manage, analyse, filter and distribute data. We 

have also reviewed various machine learning 

techniques for big data analytics. 

 

But still there are different types of issues which could 

be solved in future. Some of the issues that are related 

with the machine learning for big data analytics are 

learning for huge volume of data, data formats, 

streaming data, uncertainty and incomplete data so on 

and so forth. The privacy and security issues in big 

data are the important topics of research. Similarly, 

new machine learning tools and techniques should be 

developed so that important information can be 

extracted from the complex and heterogeneous 

unstructured data. 
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