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ABSTRACT 

 

Genetic Algorithms are the population based search and optimization technique 

that mimic the process of Genetic and Natural Evolution. Genetic algorithms are 

very effective way of finding an Optimized solution to a complex problem. 

Performance of genetic algorithms mainly depends on various factors such as 

selection of efficient parents and type of genetic operators which involve 

crossover and mutation operators etc. This paper will help the people to acquire 

the knowledge about various strategies of selecting parents and description about 

standard crossover operators. 

Keywords: Genetic Algorithm(GA), Initial Population, Fitness function, 
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I. INTRODUCTION 

 

In this current scenario, Genetic Algorithm (GA)  

plays a vital role in the field of computer science and 

operation research (GA). GA is a part of Evolutionary 

Computing, popular search optimization techniques 

based on the principles of Genetics and Natural 

Selection method. Genetic Algorithm was proposed 

by John Holland (Father of GA). It is used to get the 

optimized result for both the constrained and 

unconstrained problems. Some of the major 

application of GA’s are engineering, medicine, 

bioinformatics, forecasting, manufacturing, 

agriculture etc.  

 

Genetic Algorithm operations begins with set of 

solution (each solution is represented as chromosome) 

called population.  Each gene in the chromosome 

represents the characteristics of the solution. Part of 

the population is selected for reproduction. Generally, 

the selection depends on the value of fitness function. 

Selected chromosomes is called parents. From the 

parents new and best chromosomes generated are 

called offspring’s for the next generation. 

 

 
Figure 1. Representing Gene, Chromosome and 

Population 
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II. METHODS AND MATERIAL 

 

2. Working of Genetic Algorithm 

Phases involved in the working of genetic algorithm 

are Initialisation, Fitness Function, Selection of 

parents, Crossover and Mutation 

2.1 Initialisation  

First step would be defining the population for the 

problem which contain number of individuals, each 

containing their own set of chromosomes. 

2.2 Fitness function 

This fitness function helps to evaluate the fitness 

score of each individuals in the population. Based on 

the fitness score the individuals will be selected for 

the reproduction. 

2.3  Selection 

In this selection phase, it selects the pairs of fittest 

individuals from the population and allows them to 

pass their genes/characteristics to the next 

generation.  Individuals with maximum fitness have 

more chance to be selected rather than individuals 

with minimum fitness value. Various selection 

methods are available. They are 

2.3.1 Random Selection method: In this selection 

technique, the parents are randomly selected from 

the given current population for the crossover 

operation using the uniform random number 

generator. This method is sometimes little disruptive 

when compared to other selection strategies[2]. 

2.3.2 Roulette Wheel Selection: It is also called as 

Fitness proportionate selection, is a genetic operator 

used in the genetic algorithm for selecting the 

parents for recombination. In this strategy, parents 

are selected from the given population based on the 

probability of its fitness value of each member. 

Probability can be calculated by dividing the fitness 

of each individual by the total fitness of the given set 

of population [2][1][4].  

P(i)=
𝑓(𝑖)

∑ 𝑓(𝐽)𝑛
𝑗=1

   -(1) 

Where i- denotes the individuals in the population,  

n denotes the total number of individuals in the 

population set. This implies that a chromosome 

which has the least value of cost will have the highest 

probability of being selected. 

Let us consider an example   

 

TABLE 1 : EXAMPLE FOR SELECTION OF 

PARENTS 

Candidate Fitness 

value 

Percentage of 

Total Fitness 

A 109 28.09 

B 76 19.59 

C 50 12.89 

D 153 39.43 

Total 388 100 

 

First column represents the candidate, second 

column represents fitness value of the candidate and 

the third column value represents the probability of 

the candidate being selected as parents for 

recombination. For example, the candidate D has the 

probability of 39.43% (153/388) as parent when 

compared to other candidates in the population. 

 

 
Figure 2. Roulette wheel selection 

 

Advantage of this method is that the chromosome 

which has maximum fitness value has high chance of 

becoming a parent, because that chromosome 

occupies more space in the Roulette wheel. Most 

probably better chromosome will get the opportunity 

to become the parent. Drawback of this technique is  

that the chromosome with least probability value will  

have very few chances of becoming parent.[3] 
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2.3.3 Stochastic Universal Sampling:This technique 

used in genetic algorithm for selecting parents from 

the population. This method was introduced by James 

Baker. It is similar to Roulette Wheel selection, in 

which it has only one fixed point where as in this 

method  it has more than one (multiple) fixed points 

as shown in the figure. Points are equally spaced and 

number of pointers is equal to the individuals to be 

selected.  All the parents are chosen in just one spin 

rotation of the wheel itself. This method is 

considered as fair because it gives selection chance to 

the weaker members of the population.[1] 

 

 
Figure 3. Stochastic Universal Sampling Fitness 

For example, from the above figure consider the 

number of individuals to be selected as 2. The 

distance between the pointer is ½  and a randomly 

generated number in the range [0,0.5] which gives 

the position of the pointer. The distance between the 

pointer is 0.5 .  Two individuals will be selected for 

each spin. 

2.3.4 Rank Selection: In this technique, every 

chromosome receives its rank by sorting the 

chromosome based on their fitness value. The 

chromosome with highest fitness value is ranked as N 

(Let N be the number of chromosome in the 

population) and the next highest value is ranked as 

N-1, etc. The chromosome with the least fitness value 

will be given the rank as 1. This ranking system leads 

to each individual having an almost equal share in 

the pie chart as shown in the figure. So each 

chromosome has approximately same probability of 

getting selected as parent.[1] 

Situation before ranking (graph of fitness) Situation 

after ranking (graph of order numbers) .[3]. The 

selection of individual is given as [4] 

                          P(i)=
𝑟𝑎𝑛𝑘(𝑖)

𝑛𝑋(𝑛−1)
    -(2) 

This method lead to slower convergence, because the 

best chromosomes do not differ so much from others. 

Computationally expensive as a sorting is also 

required [5] 

 
Figure 4. Rank Selection 

2.3.5. Tournament Selection:                                                                                                           

This selection strategy used for selecting the fittest 

chromosome from the current population. Selected 

candidates are then passed to the next generation. 

Steps involved in the tournament selection are (i) 

Select k individuals from the generation and perform 

a tournament amongst them (ii) From the k 

individuals select the best individual from them.  The 

winner of the tournament is the chromosome with 

highest fitness. Repeat the above steps until the 

desired amount of population is reached.  This 

method can be implemented efficiently since it 

doesn’t require any sorting. It also preserves the 

diversity and provides the optimal solution. [1] 

 
Figure 5. Tournament Selection 
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2.3.6. Elitism selection: In this selection strategy 

only a limited number of individuals with the best 

fitness values are taken and pass to next generation, 

avoiding the crossover or mutation operators of 

individuals with good genetics.[5] 

2.3.7. Truncation Selection: In this method 

chromosomes are sorted based on their fitness value. 

Only the best individuals are selected for the 

reproduction of new population. Parents are selected 

based on the threshold value.  Threshold value helps 

to select the parents in the specified proportion  50% 

- 10%  of its population. The chromosome which has 

values less than threshold value do not produce new 

population and they are discarded [1] 

2.4. Crossover 

This is the most significant part in the genetic 

algorithm. For mating, two individuals are selected 

from the population and a crossover point is chosen 

at random in order to generate superior offspring. 

 This section discusses about the various types of 

standard crossover operators. [8] 

2.4.1 1-Point Crossover: It is a simple crossover 

technique used for random Genetic Algorithm 

applications. This method first selects two parents 

used for crossover and randomly selects a crossover 

point over a parents. Tails of the two parents are 

swapped in order to generate two new offspring 

 
Figure 6.  1 Point Crossover 

     2.4.2 K-Point crossover:  It is a simplest crossover 

technique where k takes the value from 1,2,….n.  If k 

takes the value 1 then it is called 1-point crossover, 

k=2 then it is called 2-point crossover and so on. It 

selects two parents from the population for crossover 

and selects randomly k crossover points. Pair of 

offspring’s are created by combining the parents at 

crossover point. 

A simple example is shown below with K=2 i.e., two 

random points are chosen on the chromosomes 

where the genetic material is exchanged at these 

points to generate new offspring’s.  

 

 
Figure 7. K-point Crossover 

2.4.3 Shuffle Crossover: In this method two 

chromosomes are selected in which genes are 

shuffled randomly but in the same way. It uses 1-

point crossover technique by randomly selecting a 

point for crossover and then combines both the 

chromosome to create new offspring. After crossover 

again the genes in offspring are unshuffled in same 

way as they have been shuffled.[7] 

2.4.4 Reduced Surrogate Crossover: This technique 

minimizes the crossover operation in case if both the 

parents having same genes. In these technique, first it 

check for the individual gene in the parents. It 

creates list of crossover points where the gene of the 

both parents are different. Suppose if there is no 

change in the gene of parents then no action is taken. 

Suppose if the parents are differing in more than 1 

genes then all the points are recorded . so that it can 

choose any one point from the list and perform 1-

point crossover operation to create the new 

offspring.[7] 

2.4.5 Uniform crossover: Uniform crossover provides 

uniformity in combining the genes of both parents. 

In this technique a coin is tossed to decide whether 

the chromosome to be included in the offspring. 

Assigns each gene in the new offspring is created by 

copying the bit from the parent based on the 

corresponding bit in the binary crossover mask of 

same length as the length of both parents[c-2] . if the 

bit in the binary crossover mask is 1, then the 

resultant  bit in the offspring is copied from the first 

parent else it copied from the second parent.  
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2.4.6 Average Crossover: This technology is based on 

the value based crossover technique. In this 

technique only one offspring is generated from the 

parents. Offspring is created by taking the average of 

the corresponding gene of the two parents. For 

Example 

 Parent 1    :   3 4 5 2 6 7 8 9 

Parent 2     :  4 5 8 6 2 4 6 7  

Offspring 1:  3 4 6 4 4 5 7 8 

2.4.7 Discrete Crossover: In Discrete Crossover only 

one child is generated from two parents. Gene in the 

offspring is selected from the parents uniformly. The 

random real number decides from which parent to 

take the genes for child. For Example 

Parent 1:      1 1 1 0 1 0 0 1 0 

Parent 2:      1 0 0 0 1 0 1 1 0 

Offspring 1: 1 1 0 0 1 0 1 1 0 

2.5. Mutation 

Mutation is carried out after crossover phase. In this 

phase, it allows to have small random tweak in the 

chromosome in order to get a new solution. This is 

used to maintain the diversity within the population 

and prevent premature convergence. Many types of 

mutation operator are available like mirror mutation 

and binary-flipping mutation, directed mutation, 

covariance matrix adaption evolution strategy, non-

uniform mutation, adaptive mutation etc., [6] 

Finally the algorithm terminates if the population has 

converged. Then it is said to have a set of solutions to 

the problem. 

2.6 Termination 

 Finally the genetic algorithm terminates when it 

identifies any of the following conditions are met[9]. 

*When the solution satisfies the minimum criteria 

specified 

*When a specified number of iteration are performed 

* When a definite amount of computation time or 

resource is utilized 

* When it reaches a certain pre-defined value 

* When there is no change in the value for a sequence 

of several consecutive generations 

3. Pseudo code for Genetic Algorithm 

Pseudo code for genetic algorithms is given 

below[10] 

 

TABLE 2:  PSEUDO CODE FOR GENETIC 

ALGORITHM 

 
 

III. CONCLUSION 

 

The successful implementation of GAs mainly 

depends on the selection of parents for generating 

new offspring, efficient crossover operator and 

mutation search operators to guide the system to 

obtain optimal solution for the given problem. This 

paper discuss about the working of Genetic algorithm 

in step by step manner. It discusses the seven well-

known selection method of parents for GA and 

standard crossover operators present in the GA. Each 

selection method and crossover operator has its own 

merits and demerits. Based on the type of application, 

suitable selection method and crossover method can 

be applied. 
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