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ABSTRACT 

 

Malware threat detection is one of the most challenging tasks in the field of 

Information Security and the shortage of qualified personnel makes it even 

harder for people to keep their information secure. Moreover, malware design 

has evolved continuously, making it even more difficult for people to protect 

themselves from malware attacks. Thus, it is the need of the hour to improve the 

existing malware threat detection systems with modern deep learning 

algorithms. This paper focuses on bringing together a comprehensive study of 

various deep learning solutions for the detection of malware from its PE file 

(Portable Executable File) byte streams. 

Keywords: Static Malware Analysis, Threat Detection, Deep Learning, 

Convolutional Neural Networks, Recurrent Neural Networks and Autoencoders.  

 

I. INTRODUCTION 

 

Malware, or “malicious software,” is an umbrella 

term that describes any malicious program or code 

that is harmful to the computer system. Being hostile 

and intrusive, malware seeks to invade, damage, or 

disable computer systems, networks, tablets, and 

mobile devices, often by taking control over a 

device’s operations. 

 

New malware comes out every four seconds. This 

statistic, from an industry report [1], illuminates just 

how constant the flow of new malware is. For every 

stain of malware that’s defeated, there’s a new one to 

take its place. Malware development has seen 

diversity in terms of architecture and features. This 

advancement in the competencies of malware poses a 

severe threat and opens new research dimensions in 

malware detection [2] [3]. 

 

A lot of malware these days are based on the 

Windows PE file format. The PE (Portable executable) 

file format commonly known as the executable file 

format (.exe) is used in both x86 and x64 

architectures of the Windows Operating System. The 

PE file format is a data structure that contains the 

information necessary for the Windows OS loader to 

manage the wrapped executable code. This PE file in 

hindsight is a byte stream that can be visualized as an 

image [4] and can be subjected to deep learning 

algorithms for pattern recognition, feature extraction 

and so on. This paper focuses on giving a systematic 

study on the various algorithmic strategies that can 

be employed for malware threat detection and 
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thereby attempting to bring about an effective 

strategy for the same. 

 

The organization of this paper is as follows. In 

Section 2 (Methodology), An In-depth study of 

various algorithmic strategies used for malware 

detection will be explained. In Section 3 (Results), a 

comparison study of the various algorithmic 

strategies along with the necessary results obtained 

for each strategy will be presented. Discussed in 

Section 4 (Conclusion) a conclusion followed by the 

scope for improvement. 

 

II.  METHODOLOGY 

A. Dataset Description 

The dataset [5] consists of 51959 instances of raw PE 

byte streams that are rescaled to 32x32 greyscale 

images using the Nearest Neighbour Interpolation 

algorithm and then flattened to a 1024 bytes vector as 

shown in Fig. 1. PE malware examples were 

downloaded from virusshare.com. The PE files for 

“non-malware” examples were downloaded from 

portableapps.com and from Windows 7 x86 

directories. These images were normalized and 

resampled before the further proceedings. 

 

 

 

Figure 1. Steps involved in visualizing malware as an 

image 

B. Structuring Deep Neural Network Architectures  

This paper focusses on incorporating the following 

architectures: 

• Convolutional Neural Networks based classifier. 

• Recurrent Neural Networks based classifier. 

• Autoencoder for feature extraction followed by 

a Deep Neural Network classifier. 

 

C. Construction of the CNN classifier  

The intuition behind using a CNN classifier [6] is to 

leverage the ability of the model to recognize 

patterns in images that are invisible to the naked eye. 

The CNN model in this study follows the architecture 

as shown in Fig. 2., which comprises a series of 

convolutional and maxpooling layers followed by an 

output layer (dense layer) with the sigmoid activation. 

The output of the final layer is then subjected to a 

threshold function Θ(x) with ϴ = 0.3 to determine if 

the image is a malware.  

𝛩(𝑥) = {
0, 𝑥 <  ϴ

        1, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 
 

 

 

Figure 2. Proposed Architecture of the CNN Classifier 

 

Figure 3. Summary of the CNN Classifier model 
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D. Construction of RNN classifier 

 

The intuition behind using an RNN model is that it is 

a network that works on the present input by taking 

into consideration the previous output (feedback) and 

storing in its memory for a short period of time 

(short-term memory) thus in hindsight it should be 

able to learn recurring patterns in the malware image. 

The recurring pattern can be attributed the 

obfuscation of code, which is a common pattern in 

malware. This RNN model uses LSTM (Long Short-

Term Memory) [7] networks which are an extension 

of recurrent neural networks (RNNs) introduced to 

handle the vanishing gradient problem. Fig. 4. shows 

a single LSTM cell. 

 

The detailed architecture of the RNN model can be 

seen in Fig 5. And similar to the CNN model the 

output of the RNN classifier is also sent to the 

threshold function Θ(x) with ϴ = 0.3. Fig. 5 shows 

the complete architecture of the RNN model. 

 

 

 

Figure 4. Structure of a single LSTM cell 

 

 

Figure 5. Architecture of the RNN model 
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D. Construction of the Autoencoder  

Autoencoders [8] are simple learning circuits which 

aim to transform inputs into outputs with the least 

possible amount of distortion. The architecture of the 

autoencoder is shown in Fig. 6. Autoencoders are 

primarily used for dimensionality reduction and 

feature extraction. In the proposed implementation 

we use a convolutional autoencoder [9]. The 

Convolutional Autoencoder consists of an Encoder 

circuit and Decoder circuit. The input for the 

encoder is the PE malware image which is then 

subjected to series of Convolutional layers and 

Maxpooling layers until a bottleneck layer with 

dimensions 32x1 is obtained as shown in Fig 7. This is 

the feature vector that is to be sent for classification. 

The decoder layer reconstructs the original input 

using transpose convolution while minimizing the 

loss, it’s architecture is shown in Fig. 8. 

 

 

 

Figure 6. Architecture of the Autoencoder Model 

 

 

 

 

Figure 7. Architecture of the Encoder Circuit 

 

 

 

Figure 8. Architecture of the Decoder Circuit 
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Fig 9. shows how the autoencoder reconstructs the 

image. Thus, with the help of the autoencoder we 

have obtained the feature vectors of all the instances 

in the dataset. This collection of feature vector is sent 

for classification.  

 

Figure 9.  Reconstruction of Original Image 

 

F. ANN Classifier 

From various comparative studies [10] there are clear 

evidences that elucidates the better performance of a 

custom ANN network for classification over 

traditional ML techniques. Thus, a simple ANN 

model was built with the architecture shown in Fig. 

10 

 

Figure 10.  Architecture of the ANN classifier 

III. RESULTS AND DISCUSSION 

 

The models in the above section are tested on the 

basis of the following metrics [11]: 

A. Confusion Matrix 

A confusion matrix, also known as an error matrix, is 

a specific table layout that allows visualization of the 

performance of an algorithm, typically a supervised 

learning one, the basic structure of the confusion 

matrix can be seen in Fig 11. Each row of the matrix 

represents the instances in a predicted class while 

each column represents the instances in an actual 

class (or vice versa). The confusion matrices for 

various models can be visualized in Fig 12. 

 

Figure 11.  Structure of a confusion matrix 
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Figure 12.  Confusion matrices for corresponding 

algorithms 

B. Accuracy 

Binary Accuracy calculates the percentage of 

predicted values that match with actual values for 

binary labels. 

We calculate Binary Accuracy by dividing the 

number of accurately predicted records by the total 

number of records. The binary accuracy of the model 

are shown in table 1. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 +   𝑇𝑁

𝑇𝑃 +  𝑇𝑁 +  𝐹𝑃 +  𝐹𝑁
 

 

TABLE I. BINARY ACCURACY 

S.no Model Binary Accuracy 

1. RNN Classifier 0.79503 

2. CNN Classifier 0.91467 

3. 
Autoencoder with 

ANN Classifier 
0.92337 

C. Precision, Recall and F1 score 

Precision is a measure of how many of the positive 

predictions made are correct (true positives). The 

formula for it is: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

Recall is a measure of how many of the positive cases 

the classifier correctly predicted, over all the positive 

cases in the data. It is sometimes also referred to as 

Sensitivity. The formula for it is: 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

F1-Score is a measure combining both precision and 

recall. It is generally described as the harmonic mean 

of the two given by the formula: 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ∗
𝑅𝑒𝑐𝑎𝑙𝑙 ∗  𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 

 

 

TABLE III. PRECISION, RECALL AND F1 SCORE 

S No. Model 
Evaluation Metric 

Precision Recall F1-Score 

1 
RNN 

Classifier 
0.8587 0.8346 0.8464 

2 
CNN 

Classifier 
0.9191     0.9476 0.9331 

3 
Autoencoder 

+ Classifier 
0.9029 0.9836 0.9416 

 

 

IV. CONCLUSION 

 

From the studies conducted above we can clearly see 

that the Deep Learning solutions have proven to be 

very effective in Malware threat detection. 

Convolutional Networks and Autoencoders have 

captured the features of malware and Deep Neural  
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Networks have proven to be very effective classifiers. 

Viewing malware PE files as images has certainly 

opened a lot of scope of research and development of 

malware threat analysis in the field of image 

processing and deep learning. Thus, it is the time that 

the industry shifts towards finding Deep Learning 

based Solutions for solving the ever-prevailing 

threats of malware attacks. The models can be further 

improved with the help of transfer learning and by 

constructing more complex architectures. Thus, we 

can conclude that Deep Learning Based solutions can 

serve as an effective first layer classification for 

Malware Threat Detection. 
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